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Abstract. We present an encoding of a sequent calculus for a multi-
agent epistemic logic in Athena, an interactive theorem proving system
for many-sorted first-order logic. We then use Athena as a metalanguage
in order to reason about the multi-agent logic an as object language.
This facilitates theorem proving in the multi-agent logic in several ways.
First, it lets us marshal the highly efficient theorem provers for clas-
sical first-order logic that are integrated with Athena for the purpose
of doing proofs in the multi-agent logic. Second, unlike model-theoretic
embeddings of modal logics into classical first-order logic, our proofs are
directly convertible into native epistemic logic proofs. Third, because we
are able to quantify over propositions and agents, we get much of the
generality and power of higher-order logic even though we are in a first-
order setting. Finally, we are able to use Athena’s versatile tactics for
proof automation in the multi-agent logic. We illustrate by developing a
tactic for solving the generalized version of the wise men problem.

1 Introduction

Multi-agent modal logics are widely used in Computer Science and AI. Multi-
agent epistemic logics, in particular, have found applications in fields ranging
from AI domains such as robotics, planning, and motivation analysis in natu-
ral language [13]; to negotiation and game theory in economics; to distributed
systems analysis and protocol authentication in computer security [16,31]. The
reason is simple—intelligent agents must be able to reason about knowledge. It
is therefore important to have efficient means for performing machine reasoning
in such logics. While the validity problem for most propositional modal logics is
of intractable theoretical complexity', several approaches have been investigated
in recent years that have resulted in systems that appear to work well in prac-
tice. These approaches include tableau-based provers, SAT-based algorithms,
and translations to first-order logic coupled with the use of resolution-based au-
tomated theorem provers (ATPs). Some representative systems are FaCT [24],
KsatC [14], TA [25], LWB [23], and MSPASS [37].

Translation-based approaches (such as that of MSPASS) have the advantage
of leveraging the tremendous implementation progress that has occurred over

! For instance, the validity problem for multi-agent propositional epistemic logic is
PSPACE-complete [18]; adding a common knowledge operator makes the problem
EXPTIME-complete [21].
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the last decade in first-order theorem proving. Soundness and completeness are
ensured by the soundness and completeness of the resolution prover (once the
soundness and completeness of the translation have been shown), while a decision
procedure is automatically obtained for any modal logic that can be translated
into a decidable fragment of first-order logic (such as the two-variable fragment).
Furthermore, the task of translating from a modal logic to the classical first-
order setting is fairly straightforward (assuming, of course, that the class of
Kripke frames captured by the modal logic is first-order definable [17]; modal
logics such as the Gédel-Léb logic of provability in first-order Peano arithmetic
would require translation into second-order classical logic). For instance, the
well-known formula [OP A O(P = Q)] = 0Q becomes

YV w; . [(V we . R(wy, w2) = Plwsz)) A
(V wWa .R(wl,wg) :>P(’U)2) = Q(’wg))] = (V wa .R(wl, wg) iQ(wg))

Here the variables w; and wy range over possible worlds, and the relation R
represents Kripke’s accessibility relation. A constant propositional atom P in
the modal language becomes a unary predicate P(w) that holds (or not) for a
given world w.

This is the (naive) classical translation of modal logic into first-order logic
[18], and we might say that it is a semantic embedding, since the Kripke se-
mantics of the modal language are explicitly encoded in the translated result.
This is, for instance, the approach taken by McCarthy in his “Formalizing two
puzzles involving knowledge” [30]. A drawback of this approach is that proofs
produced in the translated setting are difficult to convert back into a form that
makes sense for the user in the original modal setting (altough alternative trans-
lation techniques such as the functional translation to path logic can rectify this
in some cases [38]). Another drawback is that if a result is not obtained within
a reasonable amount of time—which is almost certain to happen quite often
when no decision procedure is available, as in first-order modal logics—then a
batch-oriented ATP is of little help to the user due to its “low bandwidth of
interaction” [12].

In this paper we explore another approach: We embed a multi-agent epis-
temic logic into many-sorted first-order logic in a proof-theoretic rather than in
a model-theoretic way. ? Specifically, we use the interactive theorem proving sys-
tem Athena [2]—briefly reviewed in the Appendix—to encode the formulas of the
epistemic logic along with the inference rules of a sequent calculus for it. Hence
first-order logic becomes our metalanguage and the epistemic logic becomes our
object language. We then use standard first-order logic (our metalanguage) to
reason about proofs in the object logic. In effect, we end up reasoning about
reasoning—hence the term metareasoning. Since our metareasoning occurs at
the standard first-order level, we are free to leverage existing theorem-proving
systems for automated deduction. In particular, we make heavy use of Vampire

2 This paper treats a propositional logic of knowledge, but the technique can be readily
applied to full first-order multi-agent epistemic logic, and indeed to hybrid multi-
modal logics, e.g., combination logics for temporal and epistemic reasoning.
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[40] and Spass [41], two cutting-edge resolution-based ATPs that are seamlessly
integrated with Athena.

Our approach has two additional advantages. First, it is trivial to translate
the constructed proofs into modal form, since the Athena proofs are already
about proofs in the modal logic. Second, because the abstract syntax of the epis-
temic logic is explicitly encoded in Athena, we can quantify over propositions,
sequents, and agents. Accordingly, we get the generalization benefits of higher-
order logic even in a first-order setting. This can result in significant efficiency
improvements. For instance, in solving the generalized wise men puzzle it is nec-
essary at some point to derive the conclusion My V --- V M, from the three
premises Ko (M), Ko(~(Ma V -+ V M,,) = M), and

(M V - VM) = Ko(~(Ma V -+ V M,))

where My, ..., M, are atomic propositions and « is an epistemic agent, n > 1.
In the absence of an explicit embedding of the epistemic logic, this would have
to be done with a tactic that accepted a list of propositions [M; - - - M,,] as input
and performed the appropriate deduction dynamically, which would require an
amount of effort quadratic in the length of the list. By contrast, in our approach
we are able to formulate and prove a “higher-order” lemma stating

VPQ,a.{-KqP),Ka(—-Q=P),~Q=Ka(—Q)} FQ

Obtaining the desired conclusion for any given My, ..., M, then becomes a mat-
ter of instantiating this lemma with P — M; and Q — Ms V --- V M,,. We have
thus reduced the asymptotic complexity of our task from quadratic time to con-
stant time.

But perhaps the most distinguishing aspect of our work is our emphasis on
tactics. Tactics are proof algorithms, which, unlike conventional algorithms, are
guaranteed to produce sound results. That is, if and when a tactic outputs a
result P that it claims to be a theorem, we can be assured that P is indeed a
theorem. Tactics are widely used for proof automation in first- and higher-order
proof systems such as HOL [20] and Isabelle [34]. In Athena tactics are called
methods, and are particularly easy to formulate owing to Athena’s Fitch-style
natural deduction system and its assumption-base semantics [3]. A major goal of
our research is to find out how easy—or difficult—it may be to automate multi-
agent modal logic proofs with tactics. Our aim is not to obtain a completely
automatic decision procedure for a certain logic (or class of logics), but rather to
enable efficient interactive—i.e., semi-automatic—theorem proving in such logics
for challenging problems that are beyond the scope of completely automatic
provers. In this paper we formulate an Athena method for solving the generalized
version of the wise men problem (for any given number of wise men). The relative
ease with which this method was formulated is encouraging.

The remainder of this paper is structured as follows. In the next section we
present a sequent calculus for the epistemic logic that we will be encoding. In
Section 3 we present the wise men puzzle and formulate an algorithm for solving
the generalized version of it in the sequent calculus of Section 2. In Section 4
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Fig. 1. Inference rules for the propositional connectives.

we discuss the Athena encoding of the epistemic logic and present the Athena
method for solving the generalized wise men problem. Finally, in Section 5 we
consider related work.

2 A sequent formulation of a multi-agent epistemic logic

We will use the letters P, @, R, ..., to designate arbitrary propositions, built
according to the following abstract grammar:

Pu=A|T|L|-P|PAQ|PVQ|P=Q|Ka(P)|C(P)

where A and « range over a countable set of atomic propositions (“atoms”) and
a primitive domain of agents, respectively. Propositions of the form K (P) and
C(P) are read as follows:

Kq(P): agent a knows proposition P
C(P): it is common knowledge that P holds

By a context we will mean a finite set of propositions. We will use the letter
I" to denote contexts. We define a sequent as an ordered pair (I', P) consisting of
a context I and a proposition P. A more suggestive notation for such a sequent
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(K] 1]
I'+[Ka(P=Q)]=[Ka(P)=Ka(Q)] I'-Kaq(P)=P

_ 0P o (C-E]
r'Fc(p) I'FC(P)= Ka(P)

[Ck] (R]

I'[C(P=Q)]=[C(P)=C(Q)] I'-C(P)=C(Ka(P))

Fig. 2. Inference rules for the epistemic operators.

is I' = P. Intuitively, this is a judgment stating that P follows from I". We will
write P,I" (or I', P) as an abbreviation for I' U { P}. The sequent calculus that
we will use consists of a collection of inference rules for deriving judgments of
the form I' F P. Figure 1 shows the inference rules that deal with the standard
propositional connectives. This part is standard (e.g., it is very similar to the
sequent calculus of Ebbinghaus et al. [15]). In addition, we have some rules
pertaining to K, and C, shown in Figure 2.

Rule [K] is the sequent formulation of the well-known Kripke aziom stating
that the knowledge operator distributes over conditionals. Rule [Ck] is the cor-
responding principle for the common knowledge operator. Rule [T is the “truth
axiom”: an agent cannot know false propositions. Rule [Cy] is an introduction
rule for common knowledge: if a proposition P follows from the empty set of
hypotheses, i.e., if it is a tautology, then it is commonly known. This is the
common-knowledge version of the “omniscience axiom” for single-agent knowl-
edge which says that I' - K (P) can be derived from @) - P. We do not need to
postulate that axiom in our formulation, since it follows from [C-I] and [C-E].
The latter says that if it is common knowledge that P then any (every) agent
knows P, while [R] says that if it is common knowledge that P then it is common
knowledge that (any) agent o knows it. [R] is a reiteration rule that allows us to
capture the recursive behavior of C, which is usually expressed via the so-called
“induction axiom”

C(P=E(P))=[P=C(P)]

where E is the shared-knowledge operator. Since we do not need E for our
purposes, we omit its formalization and “unfold” C' via rule [R] instead.
We state a few lemmas that will come handy later:

Lemma 1 (Cut). If It + Py and I, Py = Py then I'1 U Iy F Ps.

Proof: Assume Iy - Py and Iy, Py - P;. Then, by [=-I], we get I - P, = Ps.
Further, by dilution, we have It U I+ P; = P, and I U I - P;. Hence, by
[=-E], we obtain It U Iy F Ps. O

The proofs of the remaining lemmas are equally simple exercises:
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Lemma 2 (=-transitivity). If '+ P, = P, I' - P, = P; then I' - P, = P;.
Lemma 3 (contrapositive). If I' - P =Q then I' - -Q = —P.

Lemma 4. (a) O+ (P, V Py) = (=Py= Py); and (b) I' b C(P») whenever
@FP1:>P2 andFFC’(Pl)

Lemma 5. For all P,Q, and I', I'+[C(P)ANC(Q)]=C(PAQ).

3 The generalized wise men puzzle

Consider first the three-men version of the puzzle:

Three wise men are told by their king that at least one of them has a
white spot on his forehead. In reality, all three have white spots on their
foreheads. We assume that each wise man can see the others’ foreheads
but not his own, and thus each knows whether the others have white
spots. Suppose we are told that the first wise man says, “I do not know
whether I have a white spot,” and that the second wise man then says,
“I also do not know whether I have a white spot.” Now consider the
following question: Does the third wise man now know whether or not
he has a white spot? If so, what does he know, that he has one or doesn’t
have one?

This version is essentially identical to the muddy-children puzzle, the only
difference being that the declarations of the wise men are made sequentially,
whereas in the muddy-children puzzle the children proclaim what they know (or
not know) in parallel at every round.

In the generalized version of the puzzle we have an arbitrary number n + 1
of wise men w1, ..., wy41, n > 1. They are told by their king that at least one
them has a white spot on his forehead. Again, in actuality they all do. And they
can all see one another’s foreheads, but not their own. Supposing that each of
the first n wise men, wi, ..., w,, sequentially announces that he does not know
whether or not he has a white spot on his forehead, the question is what would
the last wise man w41 report.

The following few lemmas will be helpful in the solution of the puzzle.

Lemma 6. Consider any agent o and propositions P,Q, and let Ry, Ro, R3 be
the following three propositions:

1. Ri = ~Ka(P);
2. Ry = Ka(-Q= P);
3. R3 = Q= Ko(—Q)

Then {Rl A\ RQ A\ Rg} H Q

Proof. By the following sequent derivation:
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1. {RiANR2AR3}+F Ry [Reflex], N-Ex

2. {R1 A Ra A R3} FRo [Reﬂe:tL /\-El, N-FEo
3. {Rl A Ra A Rg} F Rs [Reﬂez], N-FEs

4. {Ri ANR2 A R3} - Ka(—Q) = Ka(P) 2, [K], =-F

5. {Rl/\Rz/\Rg} F“QiKa(P) 3, 4, Lemma 2

6. {Rl A Ra A Rg} F-Ka(P)=-Q 5, Lemma 3

7. {R1 ARz A R3} - —==Q 6,1, =-F

8. {Rl A Ra A R3} [ Q 7, [—‘-E]

O

Note that the above proof is not entirely low-level because most steps combine
two or more inference rule applications in the interest of brevity.

Lemma 7. Consider any agent o and propositions P,Q. Define R, and Rs
as in Lemma 6, let Ry = PV Q, and let S; = C(R;) for i = 1,2,3. Then
{51752353} I_ O(Q)

Proof. Let R, = =@Q = P and consider the following derivation:

1. {S51,82,83} 51 [Reflex]

2 {Sl, SQ, Sg} = Sz [Reﬂea:]

3 {Sl, 52, Sg} |_ 53 [Reﬂem]

4. PH(PVQ)=(—-Q=P) Lemma 4a

5. {S1,S2, S5} C((PV Q)= (~Q = P)) 4, [C-1]

6. {S1. S S5} - C(PV Q)= C(=Q = P) 5 [Cxl, [=-E]
7. {51,585} F C(~Q = P) 6, 2, [=-E]

8. {Sl,SQ,Sg}FC(—\Q:>P):>C(KQ(—‘Q2>P)) [R]

9. {51,52,53} FC(Ka(-Q=P)) 8,7, [=-F]

10. {Ri1 AN Ka(-Q=P)ANRs} FQ Lemma 6

11. @F(Rl/\Ka(—‘QéP)/\Rg,)éQ 10, [:>-I}

12. {Sl, Ss, Ss} [ C((R1 VAN Ka(—'Q :>P) A Rs) = Q) 11, [C—I]

13. {81, 55, S5} - C(Ry A Ka(~Q = PYARs) = C(Q) 12, [Cx], [>-E]
14. {Sl, Sa, Sg} = C(Rl AN Ka(—'Q = P) A R3) 1, 3, 9, Lemma 5, [/\-I]
15. {S1, 52, 85} F C(Q) 13, 14, [=>-E]

O

For all n > 1, it turns out that the last—(n + 1)%*—wise man knows he is
marked. The case of two wise men is simple. The reasoning runs essentially by
contradiction. The second wise man reasons as follows:

Suppose I were not marked. Then w; would have seen this, and knowing
that at least one of us is marked, he would have inferred that he was
the marked one. But w; has expressed ignorance; therefore, I must be
marked.

Consider now the case of n = 3 wise men wy, ws, w3. After wy announces that
he does not know that he is marked, wo and w3 both infer that at least one of
them is marked. For if neither wo nor ws were marked, w; would have seen this
and would have concluded—and stated—that he was the marked one, since he
knows that at least one of the three is marked. At this point the puzzle reduces
to the two-men case: both ws and w3 know that at least one of them is marked,
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and then wsy reports that he does not know whether he is marked. Hence ws
proceeds to reason as previously that he is marked.

In general, consider n 4+ 1 wise men wy, ..., Wy, Wyy1,n > 1. After the first
J wise men wy, ..., w; have announced that they do not know whether they are
marked, for j = 1,...,n, the remaining wise men wj41,...,Wp41 infer that at

least one of them is marked. This holds for j = n as well, which means that the
last wise man wy41 will infer (and announce, owing to his honesty) that he is
marked.

The question is how to formalize this in our logic. Again consider the case
of two wise men w; and wsy. Let M;,i € {1,2} denote the proposition that w;
is marked. For any proposition P, we will write K;(P) as an abbreviation for
K, (P). We will only need three premises:

S1 = C(—K1(My))
Sy = C(Ml V Mg)
53 = C’(_‘MQ :>K1(_|M2))

The first premise says that it is common knowledge that the first wise man
does not know whether he is marked. Although it sounds innocuous, note that
a couple of assumptions are necessary to obtain this premise from the mere
fact that w; has announced his ignorance. First, truthfulness—we must assume
that the wise men do not lie, and further, that each one of them knows that
they are all truthful. And second, each wise man must know that the other
wise men will hear the announcement and believe it. Premise Sy says that it is
common knowledge that at least one of the wise men is marked. Observe that
the announcement by the king is crucial for this premise to be justified. The
two wise men can see each other and thus they individually know M; V M.
However, each of them may not know that the other wise man knows that at
least one of them is marked. For instance, w; may believe that he is not marked,
and even though he sees that wy is marked, he may believe that ws does not
know that at least one of them is marked, as ws cannot see himself. Finally,
premise S3 states that it is common knowledge that if ws is not marked, then
wy will know it (because w; can see ws). From these three premises we are to
derive the conclusion C'(Mz)—that it is common knowledge that ws is marked.
Symbolically, we need to derive the judgment {Si,Ss, Sz} C(Ms). If we have
encoded the epistemic propositional logic in a predicate calculus, then we can
achieve this immediately by instantiating Lemma 7 with « — wy, P — M; and
Q — My—without performing any inference whatsoever. This is what we have
done in Athena.
For the case of n = 3 wise men our set of premises will be:

S1 = C(—K1(My))

= C(Ml VvV My VvV Mg)

C(_‘(MQ \Y M3) = Kl(_'(MQ V Mg)))
(
(

C(—K2(My))

So
Ss
Sy
S5 = C(~Ms = Ka(~Ms))
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Consider now the general case of n + 1 wise men wi,...,wy,w,4+1. For any
i=1,...,n, define

Si = C(~K;(M;))
Sy =C(M;V -+ V Mpyiq)
S5 =C(=(Mit1 V -V Myy1) = Ki(=(Mi1 V -+ V Myy1)))

and Syt = C(M,41). The set of premises, which we will denote by 2,1, can
now be defined as

Onp1 ={C(MyV -+ V Mypy1)} U {S1, 53}
i=1

Hence 2,.1 has a total of 2n + 1 elements. Note that S} is the commonly
known disjunction My V --- V M, +1 and a known premise, i.e., a member of
2,+1. However, S§ for i > 1 is not a premise. Rather, it becomes derivable
after the i wise man has made his announcement. Managing the derivation of
these propositions and eliminating them via applications of the cut is the central
function of the algorithm below:

& — {51,53,5}
Y— P+ S2;
Use Lemma 7 to derive X
If n =1 halt
else
For i =2 ton do
begin
& — dU{Si S},
' {51,55,85} S5t
Use Lemma, 7 to derive X';
X @ St
Use the cut on X and X’ to derive X";
E<_ 2//
end

The loop variable i ranges over the interval 2, ..., n. For any 7 in that interval,

we write & and X* for the values of @ and X upon conclusion of the ith iteration

of the loop. A straightforward induction on i will establish:
Lemma 8 (Algorithm correctness). For any i € {2,...,n},
& ={C(MyV - vV M)} | {51, 55}
j=1

while X' = &' - SiT
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Hence, " = 2,11, and X" = ¢" - S0 = 0, F Sy = 0,01 FC(M,11),
which is our goal.

It is noteworthy that no such correctness argument is necessary in the for-
mulation of the algorithm as an Athena method, as methods are guaranteed to
be sound. As long as the result is of the right form (in our case, a sequent of the
form 2,41 F C(M,41)), we can be assured that it is logically entailed by the
assumption base (assuming that our axioms and primitive methods are sound).

4 Athena implementation

In this section we present the Athena encoding of the epistemic logic and our
method for solving the generalized version of the wise men puzzle (refer to the
Appendix for a brief review of Athena). We begin by introducing an uninter-
preted domain of epistemic agents: (domain Agent). Next we represent the ab-
stract syntax of the propositions of the logic. The following Athena datatype
mirrors the abstract grammar for propositions that was given in the beginning
of Section 2:

(datatype Prop
True
False
(Atom Boolean)
(Not Prop)
(And Prop Prop)
(Or Prop Prop)
(If Prop Prop)
(Knows Agent Prop)
(Common Prop))

We proceed to introduce a binary relation sequent that may obtain between
a finite set of propositions and a single proposition:

(declare sequent (-> ((FSet-0f Prop) Prop) Boolean))

Here FSet-0f is a unary sort constructor: for any sort T, (FSet-0f T) is a new
sort representing the set of all finite sets of elements of T. Finite sets are built
with two polymorphic constructors: the constant null, representing the empty
set; and the binary constructor insert, which takes an element x of sort T and
a finite set S (of sort (Fset-0f T)) and returns the set {z} U S. We also have all
the usual set-theoretic operations available (union, intersection, etc.).

The intended interpretation is that if (sequent S P) holds for a set of propo-
sitions S and a proposition P, then the sequent S F P is derivable in the epis-
temic logic via the rules presented in Section 2. Accordingly, we introduce axioms
capturing those rules. For instance, the conjunction introduction rule is repre-
sented by the following axiom:

(define And-I
(forall ?S 7P 7Q
(if (and (sequent 7S 7?P)
(sequent 7S 7Q))
(sequent ?S (And 7P ?7Q)))))
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Note that the lowercase and above is Athena’s built-in conjunction operator, and
hence represents conjunction at the metalanguage level, whereas And represents
the object-level conjunction operator of the epistemic logic.

The cut rule and the common knowledge introduction (necessitation) rule
become:

(define cut
(forall ?S1 782 7P 7Q
(if (and (sequent ?S1 7P)
(sequent (insert 7P 7S2) 7Q))
(sequent (union 781 7S2) ?7Q))))

(define common-intro-axiom
(forall ?P 7S
(if (sequent null ?7P)
(sequent 7S (Common ?7P)))))

The remaining rules are encoded by similar first-order axioms.

We next proceed to derive several lemmas that are useful for the proof.
Some of these lemmas are derived completely automatically via the ATPs that
are integrated with Athena. For instance, the cut rule is proved automatically
(in about 10 seconds). As another example, the following result—part (b) of
Lemma 4—is proved automatically:

(forall 7S ?P1 ?7P2
(if (and (sequent null (If ?P1 ?7P2))
(sequent 7S (Common 7P1)))
(sequent ?S (Common 7P2))))

Other lemmas are established by giving natural deduction proofs. For instance,
the proof of Lemma 6 in Section 3 is transcribed virtually verbatim in Athena,
and validated in a fraction of a second. (The fact that the proof is abridged—
i.e., multiple steps are compressed into single steps—is readily handled by in-
voking ATPs that automatically fill in the details.) Finally, we are able to prove
Lemma 7, which is the key technical lemma. Utilizing the higher-order charac-
ter of our encoding, we then define a method main-lemma that takes an arbi-
trary list of agents [a1 - --an],n > 1, and specializes Lemma 7 with P — M, ,
Q+— Mg,V - - VM, 6 and o — a; (recall that for any agent o, My signi-
fies that « is marked). So, for instance, the application of main-lemma to the
list [a1, az, as] would derive the conclusion {S,S3,S3} F C(M,, V M,,), where
S1 =C(—K.,(Mg,)), So=C(My, V My, V M,,), and

S3 = C(ﬁ(Maz \ MGS) = Kal (ﬁ(Maz \4 Ma3)))

We also need a simple result shuffle asserting the equality I, P, Po = I', P», P;
(ie, T U{PL}U{P,} = [ U{Po} U{P1}).

Using these building blocks, we express the tactic for solving the generalized
wise men problem as the Athena method solve below. It takes as input a list of
agents representing wise men, with at least two elements. Note that the for loop
in the pseudocode algorithm has been replaced by recursion.
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(define (solve wise-men)
(dletrec
((Loop (method (wise-men th)
(dmatch wise-men
([_] ('claim th))
((list-of _ rest)
(dlet ((new-th (!main-lemma wise-men)))
(dmatch [th new-th]
([(sequent context Q2)
(sequent (insert Q1
(insert Q2 (insert Q3 null))) P)]
(dlet ((cut-th
('derive (sequent
(union
context
(insert Q1 (insert Q3 null)))
P)
[th new-th shuffle cut])))
(1loop rest cut-th))))))))))
(dlet ((init (!prove-goal-2 wise-men)))
('loop (tail wise-men) init))))

Assuming that w1, w2, w3 are agents representing wise men, invoking the method
solve with the list [wl w2 w3]) as the argument will derive the appropriate result:
(23 F (Common (isMarked w3)), where {23 is the set of premises for the three-men
case, as defined in the previous section.

5 Related work

The wise men problem became a staple of epistemic Al literature after being
introduced by McCarthy [30]. Formalizations and solutions of the two-wise-men
problem are found in a number of sources [26,39,19], most of them in simple
multi-agent epistemic logics (without common knowledge). Several variations
have been given; e.g., Konolige has a version in which the third wise man states
that he does not know whether he is marked, but that he would know if only the
second wise man were wiser [28]. Ballim and Wilks [8] solve the three-men ver-
sion of the puzzle using the “nested viewpoints” framework. Vincenzo Pallotta’s
solution [33] is similar but his ViewGen framework facilitates agent simulation.
Kim and Kowalski [27] use a Prolog-based implementation of metareasoning to
solve the same version of the problem using common knowledge. A more natural
proof was given by Aiello et al. [1] in a rewriting framework.

The importance of metareasoning and metaknowledge for intelligent agents is
extensively discussed in “Logical foundations of Artifical Intelligence” by Gene-
sereth and Nillson [19] (it is the subject of an entire chapter). They stress that the
main advantage of an explicit encoding of the reasoning process is that it makes
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it possible to “create agents capable of reasoning in detail about the inferential
abilities of and beliefs of other agents,” as well as enabling introspection.?

The only work we are aware of that has an explicit encoding of an epistemic
logic in a rich metalanguage is a recent project [29] that uses the Calculus of
Constructions (Coq [11]). However, there are important differences. First, they
encode a Hilbert proof system, which has an adverse impact on the readabil-
ity and writability of proofs. The second and most important difference is our
emphasis on reasoning efficiency. The seamless integration of Athena with state-
of-the-art provers such as Vampire and Spass is crucial for automation, as it
enables the user to skip tedious steps and keep the reasoning at a high level
of detail. Another distinguishing aspect of our work is our heavy use of tac-
tics. Athena uses a block-structured natural-deduction style not only for writing
proofs but also for writing proof tactics (“methods”). Proof methods are much
easier to write in this style, and play a key role in proof automation. Our empha-
sis on automation also differentiates our work from that of Basin et al. [9] using
Isabelle, which only addresses proof presentation in modal logics, not automatic
proof discovery.
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A Athena Overview

Athena is a new interactive theorem proving system that incorporates facilities
for model generation, automated theorem proving, and structured proof repre-
sentation and checking. It also provides a higher-order functional programming
language, and a proof abstraction mechanism for expressing arbitrarily compli-
cated inference methods in a way that guarantees soundness, akin to the tactics
and tacticals of LCF-style systems such as HOL [20] and Isabelle [34]. Proof au-
tomation is achieved in two ways: first, through user-formulated proof methods;
and second, through the seamless integration of state-of-the-art ATPs such as
Vampire [40] and Spass [41] as primitive black boxes for general reasoning. For
model generation, Athena integrates Paradox [10], a new highly efficient model
finder. For proof representation and checking, Athena uses a block-structured
Fitch-style natural deduction calculus [35] with novel syntactic constructs and a
formal semantics based on the abstraction of assumption bases [3]. Most inter-
estingly, a block-structured natural deduction format is used not only for writing
proofs, but also for writing tactics (methods). This is a novel feature of Athena;
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all other tactic languages we are aware of are based on sequent calculi. Tactics
in this style are considerably easier to write and remarkably useful in making
proofs more modular and abstract.

Athena has been used to implement parts of a proof-emitting optimizing
compiler [36]; to integrate model checking and theorem proving for relational
reasoning [4]; to implement various “certifying” algorithms [5]; to verify the core
operations of a Unix-like file system [6]; to prove the correctness of dataflow
analyses [22]; and to reason about generic software [32]. This section presents
parts of Athena relevant to understanding the code in this paper. A comprehen-
sive tutorial for the language can be found on the Athena web site [2], while a
succinct presentation of its syntax and semantics can be found elsewhere [7].

In Athena, an arbitrary universe of discourse (sort) is introduced with a
domain declaration, for example:

(domain Real)
Function symbols and constants can then be declared on the domains, e.g.:
(declare + (-> (Real Real) Real))
Relations are functions whose range is the predefined sort Boolean, e.g.,
(declare < (-> (Real Real) Boolean))

Inductively generated domains are introduced as datatypes, e.g.,

(datatype Nat
zero
(succ Nat))

Here Nat is freely generated by the constructors zero and succ. When the
datatype is defined, a number of axioms and a structural induction principle
are automatically generated, constraining Nat to freely generated by zero and
succ.

The user interacts with Athena via a read-eval-print loop. Athena displays
a prompt >, the user enters some input (either a phrase to be evaluated or a
top-level directive such as define, assert, declare, etc.), Athena processes the
user’s input, displays the result, and the loop starts anew.

An Athena deduction D is always evaluated in a given assumption base —
a finite set of propositions that are assumed to hold for the purposes of D.
Evaluating D in 8 will either produce a proposition P (the “conclusion” of
D in (8), or else it will generate an error or will diverge. If D does produce
a conclusion P, Athena’s semantics guarantee 8 = P, i.e., that P is a logical
consequence of (3. Athena starts out with the empty assumption base, which
then gets incrementally augmented with the conclusions of the deductions that
the user successfully evaluates at the top level of the read-eval-print loop. A
proposition can also be explicitly added into the global assumption base with
the top-level directive assert.



