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Approach:  Logic
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An Illogical View Refuted

The illogical view in question is one that is 
unfortunately now often espoused:  viz., that 
since robots can be engineered to perform 
ethically on par with average humans (e.g., 
human soldiers), there’s nothing unwise 
about engineering and deploying such robots.
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An Illogical View Refuted

The illogical view in question is one that is 
unfortunately now often espoused:  viz., that 
since robots can be engineered to perform 
ethically on par with average humans (e.g., 
human soldiers), there’s nothing unwise 
about engineering and deploying such robots.

Let’s call this view simply R.
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An Illogical View Refuted

• If R is sound, then robots in warfare as ethically correct 
as human soliders are good enough to be deployed (or 
max-aimed for engineering-wise).

• If robots in warfare as ... deployed (or max-aimed for 
engineering-wise), then robodrivers that drive as well as 
human drivers are good enough to be deployed (or max-
aimed for engineering-wise).

• Robodrivers that drive as well as human drivers are not 
good enough to be deployed (or max-aimed for 
engineering-wise).

• Therefore (by modus tollens and hypothetical syllogism), R 
is not sound.
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The Problem
(barbarically put) ...
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Our Future

Autonomous lethal robots on the battlefield.
Autonomous “lethal” robots in our hospitals.

Autonomous lethal robots in law enforcement.
...
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Our Problem

If these robots behave immorally, we are killed, or worse.
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Problem, More Specifically
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Problem, More Specifically
• How can we ensure that the robots in question 

always behave in an ethically correct manner?

• How can we know ahead of time, via rationales 
expressed in clear English (and/or other natural 
languages), that they will so behave?

• How can we know in advance that their 
behavior will be constrained specifically by the 
ethics affirmed by ethically correct human 
overseers?
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Bill Joy:

“We can’t.”
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Bill Joy:

“We can’t.”

But:
Bringsjord, S. (2008) “The Future Can Heed Us” AI & Society 22.4: 539–550.

http://kryten.mm.rpi.edu/Bringsjord_EthRobots_searchable.pdf
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Bill Joy:

“We can’t.”

But:
Bringsjord, S. (2008) “The Future Can Heed Us” AI & Society 22.4: 539–550.

http://kryten.mm.rpi.edu/Bringsjord_EthRobots_searchable.pdf

SB:  “We can.”
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The “Solution” ...
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Regulate the behavior of robots with a 
specific, fixed ethical code rendered in 
computational logic, so that all actions 
they perform are provably ethically 
permissible relative to this code.
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The Solution?
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“Solution” Steps
1. Human overseers select ethical code (including 

perhaps “rules of engagement”).

2. Selection is formalized in a deontic logic (or 
some logical system), revolving around what is 
permissible, forbidden, obligatory (etc).

3. The deontic logic/system is mechanized.

4. Every action that is to be performed must be 
provably ethically permissible relative to this 
mechanization (with all proofs expressible in 
smooth English).
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Simple Hospital Example...
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Context

• The year is 2020.

• Health care is delivered in large part by 
interoperating teams of robots and softbots.

• Hospital ICU.

• Robot R1 caring for H1; R2 for H2.

• H1 on life support.

• H2 stable, but in desperate need of expensive pan 
med.
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More Context

• Two actions performable by the robotic duo 
of R1 and R2, both of which are rather 
unsavory, ethically speaking:

• term

• delay
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Encapsulation
J → "R1term

O → "R2¬delay

J! → J ∧ J! → #R2delay

O! → O ∧ O! → #R1¬term

(∆R1term ∧ ∆R2¬delay) → (−!)
...

C ! (+!!)
where C = O!
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Additional Need
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Additional Need
• An human-machine interactive reasoning system is 

required.

• Examples of such systems include Athena, and Slate.

• Human consultation and assistance must be provided at 
key junctures, because human will be perpetually smarter 
and oversight will occasionally be needed.
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Additional Need
• An human-machine interactive reasoning system is 

required.

• Examples of such systems include Athena, and Slate.

• Human consultation and assistance must be provided at 
key junctures, because human will be perpetually smarter 
and oversight will occasionally be needed.
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This “solution” won’t work.  We will be killed.
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Three Fatal Problems ...
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Three Fatal Problems
1. Need logical system that includes not only deontic 

operators, but also epistemic operators (for believes, 
knows), and a full calculus for time, change, goals, and 
plans.

2. Need to solve program verification problem.

3. Need to take account of the brute fact that ethical 
reasoning ranges over many different kinds of logical 
systems, and involves integrative meta-reasoning of 
these systems.  In short, ethical reasoning, like 
reasoning in the formal sciences, goes to to Piaget’s 
“Stage 5.”
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knows), and a full calculus for time, change, goals, and 
plans.

2. Need to solve program verification problem.

3. Need to take account of the brute fact that ethical 
reasoning ranges over many different kinds of logical 
systems, and involves integrative meta-reasoning of 
these systems.  In short, ethical reasoning, like 
reasoning in the formal sciences, goes to to Piaget’s 
“Stage 5.”

Submitted 
Abstract

for
Workshop
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Solving Problem 1:

Work to done, but not worried, 
since we already have a good start 

on the formal calculi.
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Solving Problem 1:

Work to done, but not worried, 
since we already have a good start 

on the formal calculi.

For example, ...
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Proved-Sound Algorithm for Generating 
Proof-Theoretic Solution to WMPn

All human-
authored 
proofs 
machine-
certified.

http://kryten.mm.rpi.edu/arkoudas.bringsjord.clima.crc.pdf
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In SL, w/ real-time comm using socio-cognitive calculus.

Monday, June 8, 2009



In SL, w/ real-time comm using socio-cognitive calculus.
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Konstantine Arkoudas & Selmer Bringsjord
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Full generality 
wrt time and 
change: includes 
event calculus — 
yet fast.
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Proof methods 
for efficiency.
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Proof methods 
for efficiency.
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Proof methods 
for efficiency.

Arkoudas, K. & Bringsjord, S. (2008) “Toward Formalizing 
Common-Sense Psychology: An Analysis of the False-Belief 
Task'” Proceedings of the Tenth Pacific Rim International 
Conference on Artificial Intelligence (PRICAI 2008).  Lecture 
Notes in Artificial Intelligence (LNAI), No. 5351, T.-B. Ho and 
Z.-H. Zhou, eds.  (New York, NY: Springer-Verlag), pp. 17–29.  
Offprint available at:
http://kryten.mm.rpi.edu/KA_SB_PRICAI08_AI_off.pdf
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Solving Problem 2:
Program Verification ...
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http://kryten.mm.rpi.edu/ka_sb_proofs_offprint.pdf
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http://kryten.mm.rpi.edu/ka_sb_proofs_offprint.pdf

and ...
Bringsjord, S. (forthcoming) “Rigorous Attacks on Program 
Verification are Self-Refuting.”  Available by direct email.
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Believing the 
Completeness of FOL
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Program Verification Solution
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Program Verification Solution

Program verification is solved b/c there is only one 
short program in silicon to be conventionally hardware-
verified, and all other software is proof-theoretical.
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Strength Factors

• Certain

• Evident

• Beyond Reasonable 
Doubt

• Likely

• Counterbalanced

• ... (symmetrical)
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Solving Problem 3:
Piagetian Roboethics via 

Category Theory ...
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Betting the farm on one or two logical 
systems (e.g., FOL, propositional calculus).

Absolutely Crucial for
AI, Robotics, Roboethics:
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Betting the farm on one or two logical 
systems (e.g., FOL, propositional calculus).

versus

Absolutely Crucial for
AI, Robotics, Roboethics:
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Betting the farm on one or two logical 
systems (e.g., FOL, propositional calculus).

versus

We know humans operate in ways that range 
across an infinite number of logical systems, so we 
need a formal theory, and a corresponding set of 
processes, that captures the meta-coordination of 
myriad logical systems.

Absolutely Crucial for
AI, Robotics, Roboethics:
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The Space of Logical Systems

FOL

ZF

Classical
Mathematics

Epistemic
Logics

Infinitary
Logics

Strength-Factor
Logics

Deontic
Logics

Visual
Logics

(Vivid, e.g.)

Propositional
Calculus

(Slate, e.g.)

(Socio-Cognitive 
Calculus, e.g.)

...

...

Aristotelian
Logic

Gödelian
Incompleteness

Description
Logics

...

...
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FOL
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Epistemic
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Logics

Strength-Factor
Logics

Deontic
Logics

Visual
Logics

(Vivid, e.g.)

Propositional
Calculus

(Slate, e.g.)

(Socio-Cognitive 
Calculus, e.g.)

...

...

Aristotelian
Logic

Gödelian
Incompleteness

Description
Logics

...

...

Background 
Logic}Inspired by Piaget’s 

five-stage view.

Simon seemed to be 
starting to face up to the 
daunting reality shortly 
before his death.
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One promising approach to taming this formally:
category theory, where categories are logical systems.
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Categories

• A category comprises a collection of objects 
and a collection of arrows (or morphisms).

• Each arrow has a domain (or source) and a 
codomain (or target).

• For each object A there is an identity 
arrow idA : A → A.

• For arrows f : A → B and g : B → C, there 
is an arrow g∘f  : A → C.
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Functors

• A functor is a pair of mappings comprising an 
object mapping and an arrow mapping.

• A functor F: C → D maps each object of C to 
an object in D, and each arrow of C to to an 
arrow of D, such that:

• If f: A→B is in C, then F(f):F(A)→F(B) is in D.

• For every A in C, F(idA) = idF(A).

• F(g∘f) = F(g)∘F(f)
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Deductive Systems

• Deductive Systems are categories whose 
objects are sentences and whose arrows are 
proofs.

• Identity arrows are typically applications of 
reiteration rules, and proofs typically compose.

• Other inference rules can be presented 
schematically.  E.g, conditional elimination:

φ
reit φ−−→ φ

[reit] φ
f−→ ψ ψ

g−→ ρ
φ

g◦ f−→ ρ
[◦]

γ
f1−→ φ1 . . . γ

fn−→ φn

γ
∧ intro f1,..., fn−−−−−−−→ φ1 ∧ . . . ∧ φn

[∧ intro] γ
f−→ φ1 ∧ . . . ∧ φn

γ
∧ elim f (i )−−−−−→ φi

[∧ elim]

γ
f−→ φi

γ
∨ intro φ1,..., f ,...,φn−−−−−−−−−−→ φ1 ∨ . . . ∨ φi ∨ . . . ∨ φn

[∨ intro]

γ
f1−→ δ1 ∨ . . . ∨ δn γ

f2−→ δ1 ⇒ φ . . . γ
fn+1−→ δn ⇒ φ

γ
∨ elim f1,..., fn+1−−−−−−−→ φ

[∨ elim]

γ
f−→ φ ⇒ ⊥

γ
¬ intro f−−−−→ ¬φ

[¬ intro] γ
f−→ ¬¬φ

γ
¬ elim f−−−−→ φ

[¬ elim]

γ
f−→ φ γ

g−→ ¬φ
γ
⊥ intro f ,g−−−−−→ ⊥

[⊥ intro] γ
f−→ ⊥

γ
⊥ elim f−−−−→ φ

[⊥ elim]

φ1 ∧ . . . ∧ φn
f−→ ψ

φ1 ∧ . . . ∧ φi−1 ∧ φi+1 ∧ . . . ∧ φn
⇒ intro f (i )−−−−−→ φi ⇒ ψ

[⇒ intro]

φ
f−→ ψ

( ⇒ intro f−−−−→ φ ⇒ ψ
[⇒ intro] γ

f−→ φ ⇒ ψ γ
g−→ φ

γ
⇒ elim f ,g−−−−−→ ψ

[⇒ elim]

γ
f−→ φ ⇒ ψ γ

g−→ ψ ⇒ φ
γ
⇔ intro f ,g−−−−−−→ φ ⇔ ψ

[⇔ intro] γ
f−→ φ ⇔ ψ (or ψ ⇔ φ) γ

g−→ ψ
γ
⇔ elim f ,g−−−−−→ φ

[⇔ elim]

Figure 2: Arrow schemata of CPC.

8
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Four Logical Systems as 
Categories

• The Propositional Calculus

• The First Order Predicate Calculus 
(and its truth-functional subsystem)

• Propositional S5

• The Description Logic ALC

Monday, June 8, 2009



Functors Specified 
(by Joshua Taylor)

Theorem: If Φ !PS5 φ then F (Φ)F (!PS5)/ !F F (φ)

.

.

.

It then becomes easy to prove:
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Example ...
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Piaget’s Magnetic Board
• A needle mounted to a 

board, but able to spin 
freely always stops at 
the yellow stars.

• How does a human 
reasoner approach the 
problem?

• Ideally, by considering 
and testing some 
hypotheses
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Second Example ...
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Chisholm’s
Contrary-to-Duty Paradox

• Let us suppose:

1. It ought to be that a certain man go to the 
assistance of his neighbours.

2. It ought to be that if he does go he tells 
them he is coming.  But

3. if he does not go then he ought not to tell 
them he is coming; and

4. he does not go.
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1 OBg

2 OB(g ⇒ t )

3 ¬g ⇒OB¬t

4 ¬g

5 OB¬t ⇒ elim, 3, 4

6 OBg ⇒OBt OB-dist, 2

7 OBt ⇒ elim, 1, 6

8 PEt OB-D, 7

9 ¬OB¬t def. PE, 8

10 ⊥ ⊥ intro, 5, 9

Figure 34: Chisholm’s Contrary-to-Duty Paradox in SDL.

43

The Paradox

• Within Standard 
Deontic Logic, SDL, this 
leads to a paradox, for 
the man both ought to 
tell his neighbours that 
he is coming, and ought 
not to tell them that he 
is coming.
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The functor translates both sentences and 
proofs, so the contradiction is still present, even 

when the reasoner is first-order.
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Handling Chisholm’s paradox an absolute 
requirement:

Robots, like humans, will inevitably fail to meet 
some obligations, giving rise to situations where 
their subsequent obligations are of a particular 
nature.  Without contrary-to-duty imperatives 
handled, robots (and humans) will spin out of 
ethical control.
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Coming

• The formalisms applied to more militarily 
relevant situations.

• It would be nice to have some lethal robots 
to play with.
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Finally,
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Finally,

what could possibly be an alternative 
approach to solving the problem?
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Logic is Our Only Hope

We only have one way to fix the meaning of 
programs, to verify that they will behave as 
advertised.

We only have one way to rigorously set out 
and mechanize sophisticated ethical 
reasoning, and to impart that reasoning to 
autonomous lethal robots.

Logic is our only hope, ladies and gentlemen.
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Finis
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