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Abstract
A robot can flawlessly obey a “moral” code of conduct and still be 
thoroughly, stupidly, catastrophically unethical.  This is easy to prove:  
Imagine a code of conduct that recommends some action which is, in 
the broader context, positively immoral.  For example, if human Jones 
has a device which, if not eliminated, will (by his plan) see to the 
incineration of an metropolis, and a robot (an unmanned, autonomous 
UAV, e.g.) is bound by a code of conduct not to destroy Jones because 
he happens to be a civilian, or be in a church, or at a cemetery ... and 
the robot has just one shot, and this is it, it would be immoral not to 
eliminate Jones.  But unfortunately, the US government is apparently 
sponsoring work designed to bind robots by codes of conduct (e.g., 
rules of engagement covering warfighters).  This approach is going to 
get us all killed, as sure as I’m Norwegian.  The approach that won't get 
us killed, and indeed the only viable path open to us if we want to 
survive, is to control robot behavior by fundamental ethical principles 
expressed in deontic logic and the like — principles from which 
suitable codes can be mechanically derived by robots on the fly.
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Abstract-2
A robot can flawlessly obey a “moral” code of conduct and still be 
thoroughly, stupidly, catastrophically unethical.  This is easy to prove:  
Imagine a code of conduct that recommends some action which is, in the 
broader context, positively immoral.  For example, if human Jones has a 
device which, if not eliminated, will (by his plan) see to the incineration of 
an metropolis, and a robot (an unmanned, autonomous UAV, e.g.) is 
bound by a code of conduct not to destroy Jones because he happens to 
be a civilian, or be in a church, or at a cemetery ... and the robot has just 
one shot, and this is it, it would be immoral not to eliminate Jones.  But 
unfortunately, the US government is apparently sponsoring work 
designed to bind robots by codes of conduct (e.g., rules of engagement 
covering warfighters).  This approach is going to get us all killed, as sure 
as I’m Norwegian.  The approach that won't get us killed, and indeed the 
only viable path open to us if we want to survive, is to control robot 
behavior by fundamental ethical principles expressed in meta- and 
integrative logical systems that range over logical systems in which 
different ethical codes have been represented — systems from which 
suitable codes can be mechanically derived by robots on the fly.

Tuesday, March 10, 2009



Abstract-2

Tuesday, March 10, 2009



Abstract-3
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Abstract-3
A robot can flawlessly obey a “moral” code of conduct and still be thoroughly, 
stupidly, catastrophically unethical.  This is easy to prove:  Imagine a code of 
conduct that recommends some action which is, in the broader context, 
positively immoral.  For example, if human Jones has a device which, if not 
eliminated, will (by his plan) see to the incineration of an metropolis, and a 
robot (an unmanned, autonomous UAV, e.g.) is bound by a code of conduct not 
to destroy Jones because he happens to be a civilian, or be in a church, or at a 
cemetery ... and the robot has just one shot, and this is it, it would be immoral 
not to eliminate Jones.  But unfortunately, the US government is apparently 
sponsoring work designed to bind robots by codes of conduct (e.g., rules of 
engagement covering warfighters).  This approach is going to get us all killed, as 
sure as I’m Norwegian.  The approach that won't get us killed, and indeed the 
only viable path open to us if we want to survive, is to (1) control robot 
behavior by fundamental ethical principles expressed in meta- and integrative 
logical systems that range over logical systems in which different ethical codes 
have been represented, and (2) (program) verify these systems in 
unprecedented ways that produce an unprecedentedly high level of confidence 
in the operation of these systems — and from these systems suitable codes can 
be mechanically derived by robots on the fly.
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The Problem
(barbarically put) ...
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Our Future

Robots on the battlefield.
Robots in our hospitals.

Robots in law enforcement.
...
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Our Problem

If these robots behave immorally, we are killed, or worse.
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Problem, More Specifically
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Problem, More Specifically

• How can we ensure that the robots in question 
always behave in an ethically correct manner?

• How can we know ahead of time, via rationales 
expressed in clear English (and/or other natural 
languages), that they will so behave?

• How can we know in advance that their 
behavior will be constrained specifically by the 
ethical codes affirmed by human overseers?
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Bill Joy:

“We can’t.”
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Bill Joy:

“We can’t.”

(Bringsjord, S. (2008) “The Future Can Heed Us” AI & Society.)
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The Solution?

Regulate the behavior of robots with a 
computational logic, so that all actions 
they perform are provably ethically 
permissible.
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Solution Steps
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Solution Steps
1. Human overseers select ethical theory, principles, 

rules.
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Solution Steps
1. Human overseers select ethical theory, principles, 

rules.

2. Selection is formalized in a deontic logic, revolving 
around what is permissible, forbidden, obligatory 
(etc).

3. The deontic logic is mechanized.

4. Every action that is to be performed must be 
provably ethically permissible relative to this 
mechanization (with all proofs expressible in 
smooth English).
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Simple Example...
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Context

• The year is 2020.

• Health care is delivered in large part by 
interoperating teams of robots and softbots.

• Hospital ICU.

• Robot R1 caring for H1; R2 for H2.

• H1 on life support.

• H2 stable, but in desperate need of expensive pan 
med.
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More Context

• Two actions performable by the robotic duo 
of R1 and R2, both of which are rather 
unsavory, ethically speaking:

• term

• delay
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Encapsulation
J → "R1term

O → "R2¬delay

J! → J ∧ J! → #R2delay

O! → O ∧ O! → #R1¬term

(∆R1term ∧ ∆R2¬delay) → (−!)
...

C ! (+!!)
where C = O!
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But There is a Twist
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But There is a Twist
• It is:  An interactive reasoning system is required.

• Examples of such systems include Athena, and 
Slate.

• Human consultation and assistance must be 
provided, because machines are such dim reasoners.
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• Examples of such systems include Athena, and 
Slate.

• Human consultation and assistance must be 
provided, because machines are such dim reasoners.

Tuesday, March 10, 2009



This won’t work.  We will be killed.
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Program Verification ...
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Believing the 
Completeness of FOL
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Program Verification
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Strength Factors

• Certain

• Evident

• Beyond Reasonable 
Doubt

• Likely

• Counterbalanced

• ... (symmetrical)
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New Question

What could possibly be an alternative 
approach to solving the problem?
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Logic is Our Only Hope
We only have one way to fix the 
meaning of programs, to verify that 
they will behave as advertised.

We only have one way to rigorously 
set out ethical principles.

Enumerative induction will get us 
killed.

Logic is our only hope, ladies and 
gentlemen.
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Finis
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