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Abstract

A robot can flawlessly obey a “moral” code of conduct and still be
thoroughly, stupidly, catastrophically unethical. This is easy to prove:
Imagine a code of conduct that recommends some action which is, in
the broader context, positively immoral. For example, if human Jones
has a device which, if not eliminated, will (by his plan) see to the
incineration of an metropolis, and a robot (an unmanned, autonomous
UAV, e.g.) is bound by a code of conduct not to destroy Jones because
he happens to be a civilian, or be in a church, or at a cemetery ... and
the robot has just one shot, and this is it, it would be immoral not to
eliminate Jones. But unfortunately, the US government is apparently
sponsoring work designed to bind robots by codes of conduct (e.g.,
rules of engagement covering warfighters). This approach is going to
get us all killed, as sure as I’'m Norwegian. The approach that won't get
us killed, and indeed the only viable path open to us if we want to
survive, is to control robot behavior by fundamental ethical principles
expressed in deontic logic and the like — principles from which
suitable codes can be mechanically derived by robots on the fly.
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Abstract-2

A robot can flawlessly obey a “moral” code of conduct and still be
thoroughly, stupidly, catastrophically unethical. This is easy to prove:
Imagine a code of conduct that recommends some action which is, in the
broader context, positively immoral. For example, if human Jones has a
device which, if not eliminated, will (by his plan) see to the incineration of
an metropolis, and a robot (an unmanned, autonomous UAYV, e.g.) is
bound by a code of conduct not to destroy Jones because he happens to
be a civilian, or be in a church, or at a cemetery ...and the robot has just
one shot, and this is it, it would be immoral not to eliminate Jones. But
unfortunately, the US government is apparently sponsoring work
designed to bind robots by codes of conduct (e.g., rules of engagement
covering warfighters). This approach is going to get us all killed, as sure
as I’'m Norwegian. The approach that won't get us killed, and indeed the
only viable path open to us if we want to survive, is to control robot
behavior by fundamental ethical principles expressed in meta- and
integrative logical systems that range over logical systems in which
different ethical codes have been represented — systems from which
suitable codes can be mechanically derived by robots on the fly.
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Abstract-3

A robot can flawlessly obey a “moral” code of conduct and still be thoroughly,
stupidly, catastrophically unethical. This is easy to prove: Imagine a code of
conduct that recommends some action which is, in the broader context,
positively immoral. For example, if human Jones has a device which, if not
eliminated, will (by his plan) see to the incineration of an metropolis, and a
robot (an unmanned, autonomous UAYV, e.g.) is bound by a code of conduct not
to destroy Jones because he happens to be a civilian, or be in a church, or at a
cemetery ...and the robot has just one shot, and this is it, it would be immoral
not to eliminate Jones. But unfortunately, the US government is apparently
sponsoring work designed to bind robots by codes of conduct (e.g., rules of
engagement covering warfighters). This approach is going to get us all killed, as
sure as I’'m Norwegian. The approach that won't get us killed, and indeed the
only viable path open to us if we want to survive, is to (1) control robot
behavior by fundamental ethical principles expressed in meta- and integrative
logical systems that range over logical systems in which different ethical codes
have been represented, and (2) (program) verify these systems in
unprecedented ways that produce an unprecedentedly high level of confidence
in the operation of these systems — and from these systems suitable codes can
be mechanically derived by robots on the fly.
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The Problem
(barbarically put) ...




Our Future

Robots on the battlefield.
Robots in our hospitals.
Robots in law enforcement.
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Our Problem

If these robots behave immorally, we are killed, or worse.
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Problem, More Specifically
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Problem, More Specifically

® How can we ensure that the robots in question
always behave in an ethically correct manner?

® How can we know ahead of time, via rationales
expressed in clear English (and/or other natural
languages), that they will so behave!?

® How can we know in advance that their
behavior will be constrained specifically by the
ethical codes affirmed by human overseers?
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Bill Joy:

“We can’t.’
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Bill Joy:

“We can’t.’

(Bringsjord, S. (2008) ““The Future Can Heed Us” Al & Society.)
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The Solution?

Regulate the behavior of robots with a
computational logic, so that all actions
they perform are provably ethically

permissible.
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A deontic logic
Jormalizes a moral
cade, allowing
ethicists to render
theories and dilemmas
in declarative form for
analysis, It affers a
way for human
OVEPSEErs to constrain
robot belhavior in
eikically sensitive
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sintelligent machines assume an increasingly prominent role in our lives, there

seemslittle doubt they will eventually be called on to make important, ethically

charged decisions. For example, we expect hospitals to deploy robots that can adminis-

ler medicalions, carry out Lests, perform surgery, and so on, supported by software agents,

ar softhols, that will manage related data. (Our dis-
cussion of ethical robols extends to all artificial
agenls, embodied ornol.) Consider also that robots
are already finding their way to the baitlefie]d, where
many of their polential actions could inflict hamm that
is ethically impenmissible.

Hew can we ensure that such mbots will always
behave in an ethically comect manner? How can we
knonw ahead of time, via rationales expressed in clear
natural languages, that their behavior will be con-
sirained specifically by the ethical codkes affirmed by
human overseers? Pessimists have claimed that the
answer o these questions is: “Wecan't!” For exam-
ple, Sun Micmsystems” cofounder and former chief
scientist, Bill Toy, published a highly influential argu-
ment for this answer.! Inevitably, according to the
pessimists, AL will produce robots that have tremen-
dows power and behave immorally. These predictions
certainly have some traction, particulardy among a
puhlic that pays good money 10 see such dark films
as Stanley Kubrick s 2000 and his joint ventune with
Stephen Spiclherg, Af.

Nometheless, we'ne optimists: we think formal logic
affers a way to preclude doomsday scenarios of mali-
cionts robols king over the world . Faced withthe chal-
lenge of engineering ethically comect robals, we pro-
pose a logic-hasad approach {see the related sidebar).
We've successfully implemented and demonstrated
{his approach 2 We present it here in a general methed-
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ology to answer the ethical questions that arize in
entrusting robots with more and more of our wel fane.

Deentic logics:
Formalizing ethical codes

Our answer o the questions of how to ensume eth-
ically comect robot behavior is, in brief, 1o insist that
robois only perform actions that can be proved eth-
ically permissible in a human-selected deaniic logic.
Acdeontic logic formalizes an ethical code—that is,
acollection of ethical mules and principles. Isme Asi-
mey introduced a simple (bat subtle) ethical code in
his Famous Three Laws of Robotics:®

1. Acrohot may not lamm a human being, or, thoogh
inacticm, allow a human being 1o come o harm.

2 A robot must obey the orders given to it by
human beings, except where snch orders wiould
comflict with the First Law.

3. Arobot must protect ils own existence, as long
as such protection does not conflict with the
First or Second Law.

Human beings often view ethical theores, princi-
ples, and codes informally, but intelligent machines
require a greater degree of precision. At present, and for
the foreseeable future, machines can't work directly
with natral language, so we can’t simply Feed Asi-
me's three laws to a mbot and instct it behave in

IEEE INTELLIGENT SYSTEMS
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|. Human overseers select ethical theory, principles,
rules.
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2. Selection is formalized in a deontic logic, revolving
around what is permissible, forbidden, obligatory
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Solution Steps

. Human overseers select ethical theory, principles,

rules.

Selection is formalized in a deontic logic, revolving
around what is permissible, forbidden, obligatory
(etc).

. The deontic logic is mechanized.

Every action that is to be performed must be
provably ethically permissible relative to this

mechanization (with all proofs expressible in

smooth English).
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Simple Example...
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Context

® The year is 2020.

® Health care is delivered in large part by
interoperating teams of robots and softbots.

® Hospital ICU.
® Robot R/ caring for Hy; R; for H,.
® H, on life support.

® H; stable, but in desperate need of expensive pan
med.
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More Context

® [wo actions performable by the robotic duo
of Rl and R2, both of which are rather
unsavory, ethically speaking:

® term

® delay
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Encapsulation

J — OR, term

O — ©pg,delay
J* — JNJ* — Spg,delay
O — ONO* — O, term

(Agr, term N Ag,—delay) — (—!)

CF (+!)
where C' = O~
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But There is a Twist




But There is a Twist

® [t is: An interactive reasoning system is required.

® Examples of such systems include Athena, and
Slate.

® Human consultation and assistance must be
provided, because machines are such dim reasoners.
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But There is a Twist

® [t is: An interactive reasoning system is required.

® Examples of such systems include Athena, and
Slate.

® Human consultation and assistance must be
provided, because machines are such dim reasoners.

late ,\u

Www.cogsci.rpi.edu/slate

S

_ \ Slate was designed and developed by
- . Selmer Bringsjord
Andrew Shilliday
Joshua Taylor
A
- 7'7 . with valuabie suggestions from
S M2 ano, Wa ay
- les ka

Slate i the property of Rensselaer Polytechnc Institute (RPY) and the Rensselaer Artifical
melligence and Reasoning (RAIR) Lab. When offically released, sponsors and general
0 n uns mcted hoens o1 Lyitem

Copyright (¢) 2003-2006 Rensselaer Polytechnic Institute. All rights reserved
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This won’t work. We will be killed.
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Program Verification ...




Minds & Machines (2007) 17:185-202
DOI 10.1007/s11023-007-9063-5

Computers, Justification, and Mathematical Knowledge

Konstantine Arkoudas * Selmer Bringsjord

Published online: 23 June 2007
© Springer Science+Business Media B.V. 2007

Abstract The original proof of the four-color theorem by Appel and Haken
sparked a controversy when Tymoczko used it to argue that the justification pro-
vided by unsurveyable proofs carried out by computers cannot be a priori. It also
created a lingering impression to the effect that such proofs depend heavily for their
soundness on large amounts of computation-intensive custom-built software. Contra
Tymoczko, we argue that the justification provided by certain computerized
mathematical proofs is not fundamentally different from that provided by survey-
able proofs, and can be sensibly regarded as a priori. We also show that the
aforementioned impression is mistaken because it fails to distinguish between proof
search (the context of discovery) and proof checking (the context of justification).
By using mechanized proof assistants capable of producing certificates that can be
independently checked, it is possible to carry out complex proofs without the need
to trust arbitrary custom-written code. We only need to trust one fixed, small, and
simple piece of software: the proof checker. This is not only possible in principle,
but is in fact becoming a viable methodology for performing complicated mathe-
matical reasoning. This is evinced by a new proof of the four-color theorem that
appeared in 2005, and which was developed and checked in its entirety by a
mechanical proof system.

Keywords A priori - Justification - Proofs - Certificates - Four-color theorem -
Mathematical knowledge

K. Arkoudas () - S. Bringsjord
Cognitive Science Department, Computer Science Department, RPI, Troy, NY, USA 12180
e-mail: arkouk @rpi.edu
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Piagetian Roboethics via Category Theory:
Moving Beyond Mere Formal Operations to
Engineer Robots Whose Decisions are
Guaranteed to be Ethically Correct

Selmer Bringsjord, Joshua Taylor
Trevor Housten, Bram van Heuveln
Konstantine Arkoudas, Micah Clark

Rensselaer Al & Reasoning (RAIR) Lab

Department of Cognitive Science
Department of Computer Science
Rensselaer Polytechnic Institute (RPI)
Troy NY 12180 USA

I. INTRODUCTION

This 1s an extended abstract, not a polished paper; an
appreach to, rather than the results of, sustained research and
development in the area of roboethics is described herein.
Encapsulated, the approach is to engineer ethically correct
robots by giving them the capacity to reason over, rather
than merely in, logical systems (where logical systems are
used to formalize such things as ethical codes of conduct for
warfighting robots). This is to be accomplished by taking
seriously Plaget’s position that sophisticated human thinking
exceeds even abstract processes carried out in a logical
system, and by exploiting category theory to render in rig-
orous form, suitable for mechanization, structure-preserving
mappings that Bringsjord, an avowed Piagetian, sees to be
central in rigorous and rational human ethical decision-
making.

We assume our readers to be at least somewhat familiar
with elementary classical logic and category theory. Intro-
ductory coverage of the former subject can be found in [1],
[Z]E such coverage of the latter, offered from a suitably
computational perspective, is provided in [3]. Additional
references are of course provided in the course of this
document.

II. PIAGET’S VIEW OF THINKING

Many people, including many outside psychology and
cognitive science, know that Piaget seminally — and by
Bringsjord’s lights, correctly — articulated and defended
the view that mature human reasoning and decision-making
consists in processes operating for the most part on formulas
in the language of classical extensional logic (e.g.. see [J])E|

1Online, elegant, economical coverage can be found at
http://plato.stanford.edu/entrieslogic-classical’

“Many readers will know that Piaget’s position long ago came under
direct attack, by such thinkers as Wason and Johnson-Laird [5], [6]. In fact,
unfortunately, for the most part people believe that this attack succeeded.
Bringsjord doesn’t agree in the least. but this isn’t the place to visit the
debate in question. Interested readers can consult [7], [8].

Ralph Wojtowicz
Metron Inc.
1818 Library Street
Suite 600
Reston VA 20190 USA

You may yourself have this knowledge. You may also know
that Piaget posited a sequence of cognitive stages through
which humans, to varying degrees, pass. How many stages
are there, according to Piaget? The received answer is:
four; and in the fourth and final one, formal operations,
neurobiologically normal humans can reason accurately and
quickly over formulas expressed in the logical system known
as first-order logic (L,r)

Fig. 1. Piaget's famous “rigged”” rotating board to st for the development
of Stage-3-or-better reasoning in children. The board, A, is divided into
sectors of different colors and equal surfaces: opposite sectors match in
color. B is a rotating disk with a metal rod spanning its diameter — but the
catch is that the star cards have magnets buried under them (inside wax), so
the alignment after spinning is invariably as shown here, no matter how the
shapes are repositioned in the sectors (with matching shapes directly across
from each other). This phenomenon is what subjects struggle to explain.
Details can be found in [4].

Judging by the cognition taken by Piaget to be stage-
three or stage-four (e.g., see Figure [I| which shows one

*Various other symbols are used, e.g., the more informative £y,
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Fig. 2. This figure shows two proofs, one expressed in Ly, the other in Lpc.
The first-order proof produces the conclusion that what causes the metal rod
to invariably stop at the stars is that there are hidden magnets. The basic
structure of this proof is proof by cases. Of the four disjuncts entertained
as the possible source of the rod-star regularity, the right one is deduced
when the others are eliminated. The functor « is shown here to indicate that
the basic structure can be preserved in a proof couched exclusively in the
propositional calculus.

see when deployed in warfare and counter-terrorism, where
post-stage-four reasoning and decision-making is necessary
for successfully handling these situations. The work here is
connected to NSF-sponsored efforts on our part to extend
CMU’s Tekkotsu [20], [21] framework so that it includes
operators that are central to our logicist approach to robotics,
and specifically to roboethics — for example, operators for
belief (B), knowledge (K), and obligation () of standard

deontic logic). The idea is that these operators would link
to their counterparts in bona fide calculi for automated and
semi-automated machine reasoning. One such calculus has
already been designed and implemented: the socio-cognitive
calcidus; see [22]. This calculus includes the full event
calculus.

Given that our initial ex periments will make use of simple
hand-eye robots recently acquired by the RAIR Lab from the
Tekkotsu group at CMU, Figure 3] which shows one of these
robots, sums up the situation (in connection with the magnet
challenge). If sufficiently intricate manipulation cannot be
achieved with the simple hand-eye robots, we will use the
more powerful PERI, shown in Figure [

snjnajes anyubon-on0g

Fig. 3. The basic configuration for our initial imple mentations,

Fig. 4. The RAIR Lab’s PERI
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Intelligent Assistant to Human Reasoners

Selmer Bringsjord and Joshua Taylor and Andrew Shilliday
and Micah Clark and Konstantine Arkoudas!
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centractors enjoy an unresiricied license to the system.

Copyright (¢} 2003-200 Rensseiaer Polylechnic Instituts. All rights raservea.

Abstract. We describe Slate, a logic-based. robust interactive rea-
soning system that allow s human “pilots” to harness an ensemble of
intelligent agents in order to construct, test, and express various sorts
of natural argumentation. Slate empowers students and profession-
alsin the business of producing argumentation, e.g., mathematicians,
logicians. intelligence analysts, designers and producers of standard-
ized reasoning tests. We demonstrate Slate in several examples, de-
scribe some distinctive features of the system (e.g., rading and gen-
erating natural language. immunizing human reasoners from “log-
ical illusions”), present Slate's theoretical underpinnings, and note
upcoming re fine ments,

1 INTRODUCTION

Slate is a robust interactive reasoning system. It allows the human
“pilot” to harness an ensemble of intelligent agents in order to con-
struct. test, and express natural argumentation of various sorts. Slate
is deslgned to empower students and professionals in the business
of producing argumentation, e.g., mathematicians, logicians, intel-
ligence analysts, designers and producers of standardized reasoning
tests, and so on. While other ways of pursuing Al may well be prefer-
able in certain contexts, faced with the challenge of having to engi-
neer a system like Slate, a logic-based approach [9, 10 18,31, 13]
seemed to us ideal, and perhaps the power of Slate even at this point
(version 3) confirms the efficacy of this approach. In addition, there
is of course a longstanding symbiosis between argumentation and

1 Renssalaar Polytechnic Institute (RPT), USA. email: {salmer, tayloj, shilla,
clarkms, arkouk } @rpi.edu

logic revealed in contemporary essay s on argumentation [48]. In this
paper, we summarize Slate through several examples, describe some
distinctive features of the system (e.g.. its capacity to read and gener-
ate matural language, and to provide human reasoners with apparent
immunity from so-called “logical illusions"), sy a bit about Slate’s
theoretical underpinnings, and note upcoming refinements,

2 A SIMPLE EXAMPLE

We begin by following a fictitious user, Ulric, as he uses Slae to
solve a short logic puzzle, the Dreadsbury Mansion Mystery [.‘-4]
Someonz who lives in Dreadsbury Mansion killed Aunt Agatha.
Agatha, the butler, and Charles live in Dreadsbury Mansion, and are
the only people who live therzin A killer always haes his victim, and
is mever richer than his victim. Charles hates no one that Aunt Agatha
hates. Agatha hates everyone except the butler. The butler hates every-
ong not richer than Aunt Agatha The batler hates everyone Agatha
hates. No one hates everyone. Agatha is not the butler. Who killed

Agatha?

Information can enter Slate in a number of formats, ¢.g., as for-
mulae in many-sorted logic (MSL), or as sentences in a logically-
controlled English (§4.2]. Information can also be imported from
external repositories such as databases or the Semantic Web (§3.5).
Ulric examines the Dreadsbury Mansion Mystery facts displayed in
Slate "s workspace (Figure [T).

a0 Slate
D) e = @& (R B (&) (%6 (5 )= (L= %

Charles hates no) fAagathe hates e butler reEies) fa killar alueys nates his
one thal Aunt EVE OIS EWETDNE wictim 2nd 1§ never rcher
acept the buller

I
galhz hates. Apatha hales. than his wictim.

Agatha, tha bublar, and Charles
lie in Draadsburg Mansion,

and are the only peopls who
live tharein.

Figure 1. The Dreadsbary Mansion Mystery facts epresened in Slate.

A fan of murder my steries, he considers whether conventional wis-
dom might hold true, ie.. that the butler did it. Ulric adds the hypo-
thetical to Slate’s workspace and asks Slate to check whether the
hypothesis is consistent with the other propositions. Slate quickly re-
ports an inconsistency (Figure [2).

* This pwzzke is of a type typically usad to challenge humans (e.g., stu-
dents m introductory logic courszs) and machines (2.g., automated theorzm
provers).
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a Godelian logic puzzle that approximates GI and demonstrates the
power of Slate within demanding logico-mathematical domains like
those in which Godel worked.

A Precursor Gidelian Puzzle. Suppose a machine M operates
on expressions: finite, non-empty sequences of the four glyphs ~,
*, P, and M. These four glyphs have intuitive meanings -~ stands
for "not,” + for ‘to be” or “is,” P for ‘provable.” and M for *mirror
of,” where the mirror of an expression ¢ is the expression ¢ +¢. A
sentence is an expression of a particular form, also with an intuitive
meaning, specifically,

;{x { means that ¢ is provable and is rue if and only if ¢ is provable by

PM ¢ means that the mirror of ¢ is provable, and is true if and only if

the mirror of ¢ is provable by M.

~ P means that ¢ is not provable, and is true if and only if  is not

provabile by .

~ PM « ¢ means that the mirror of ¢ is not provable, and is troe if and

only if the mirror of ¢ is not provable by .

M is such that it only proves true sentences and never false sen-
tences (ie., the machine is sound). Prove that M cannot prove all
true sentences—there is a true sentence which cannot be proved by
M (ie., the machine is incomplere).

Formalization of the Gadelian Puzzle. 'We formalize the above
puzzle as alogical language consisting of the constants: ~, %, P, M
the (unary) predicates: glyph. expression, sentence. provable, and
trug; and the functions: cat (concatenation), and mimor. For conve-
nience, we describe as glyphs, expressions, sentences, provable, and
true any terms on which glyph, expression, sentence, provable, and
true holds, respectively, and denote the application of cat o two
terms ¢ and W as the concatenation of ¢ and ., or by ¢y, and the
application of mirror to a term ¢ as the mirror of §. The interpretation
of this vocabulary is subject to the following twelve axioms:

L. The constants ~, = P, and M are each distines.
. The constants ~, =, F. and M are the only ghphs

2
3. The concatenation of two terms is an expression if and enly if both terms
are themselves expressions.

=

. Concartenation is associative.

5. The term § is an expression if and only if § is a ghyph or is the concatena-
tien of two expressions.

6. The mirror of an expression § is defined as the concatenation af §, = and

Biie, dupl

T. If bis an evpression, then P, PM «fy ~ Path, and ~ PM « i are sen-
tences

8 If b is an expression then the sentence Pw is true if and only if ¢ is
provable

9. If b is an expression, then the sentence PM «§ is true if and only if the
mirror of i is provable.

10, [f is an expression. then the sentence ~ Pwi is true if and only if b is nor
provable

L1, If is cin expression, then the sentence ~+ PM w b is true if and onlv if the
mirror of § is not provable

12, Every sentence (b that is provable is also true.

The given axioms (propositions 1-12) are represented visually in
the Slate workspace in Figure[10), each consisting of the first-order
formula derived from the English descriptions above. Moreover, a
new intermediate hypothesis is introduced toward the desired goal,
wviz.. that there 1s a true sentence that cannot be proved by M :

13, ~PM is an expression

ann Slate
0ol @ &S EHE &6 &en lEE #

900000000000
OPMH an empression

Figure 10.  Propositions 1-12 and hypothesis 13 in the Slate workspace.

‘We indicate that by pothesis 13 is a logical consequence of propo-
sitions 2, 3 and 5 by drawing a deduoctive inference from each of
these propositions to hypothesis 13 (Figure [TT). Slate is then able to
confirm or refute the added inference. Slate does indeed confirm that
hypothesis 13 follows from the indicated propositions, by produc-
ing as evidence a formal proof which is added to the workspace as a
witness. Wilnesses are objects in Slate that support or weaken infer-
ences, The double-plus symbol indicates that the witness confirms
the argument, an ability reserved only for formal proofs. If the in-
ference had been invalid, Slate might have produced a countermodel
demonstrating the inference’s invalidity.

ann Slate
Ol Wl (@ &S E ¢ = e lE- &

@ $000000000

Figure 11. Proof of {2,3,5} - 13 in the workspace and verified by Slate.

Having proved ~ PM is an expression, it follows from 13 and 7 that:

14 ~ PMu« ~ PM is a semtence.
If we suppose that ~ PMx ~ PM is not true then by 11 the mivor
af ~ PM is provable and thus by 6 ~ PM+« ~ PM s provable. But
then, according to 13 and 14, ~ PM% ~ PM is rue—which is in
contradiction with our supposition that ~ PM+ ~ PM s nor irue.
And so it must be the case that ~ PMx ~ PM is rrue. In other words,
as shown in Figure [12] the hypothesis that

15, ~ PMw« ~ PM istrae
follows from axioms 6 and 11 and hypotheses 12 and 13, Since ~
PM s~ PM is true, it follows from 6 and 11 that

16, ~ PM« ~ PM is nor provable

and consequently, that there is a true sentence which cannor be
proved (Figure [13).

5.3 Informal Reasoning

‘When using Slate, the reasoner is able to construct arguments that
more closely resemble the uncertain and informal nature of every-
day, natural inference. Moreover, the user benefits from the system’s
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Strength Factors

® Certain

® Beyond Reasonable
Doubt

o |ikely
® Counterbalanced

® .. (symmetrical)
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New Question

What could possibly be an alternative
approach to solving the problem?
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Logic is Our Only Hope

We only have one way to fix the
meaning of programs, to verify that
they will behave as advertised.

We only have one way to rigorously
set out ethical principles.

Enumerative induction will get us
killed.

Logic is our only hope, ladies and
gentlemen.
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Finis
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