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Preface

“Today we tend to go on for years, with tremendous investments to find that the system, which was not well understood to start with, does not work as anticipated. We build systems like the Wright brothers built airplanes – build the whole thing, push it off the cliff, let it crash, and start over again.”

(Graham, in *Software Engineering and Society*, (Naur, 1968).)

1 Methodological Background

The purpose of this book is to engage with historical and philosophical issues underpinning, what we identify here, as ‘programming systems’, viz. large systems that have been programmed in order to control some process or set of processes.

In a recent paper published in the *Communications of the ACM*, we read the following assessment of the state of modern computing systems, (Neumann, 2017, p. 3):

“Unfortunately, the trends for the future seem relatively bleak. Computer system trustworthiness and the implications of its absence are increasingly being questioned. Semi- and fully autonomous systems, the seemingly imminent Internet of Things, and artificial intelligence are providing further examples in which increasing complexity leads to obscure and unexplainable system behavior. The concept of trustworthiness seems to becoming supplanted with people falsely placing their trust in systems and people that are simply not trustworthy – without any strong cases being made for safety, security, or indeed assurance that might otherwise be found in regulated critical industries”.

Trustworthiness of large systems is just one of a growing number of serious problems related to computing, with the potential to affect millions of lives.\(^1\) This is due not just to properties of the systems themselves, but also to their use, design and

\(^1\) This is a long standing issue in computing, touching on several areas. One of the early and most broad views on computing, risk and trust can be found in MacKenzie (2004). Recently, the area of computational trust has grown sensibly in its impact and applications, from software packages distribution systems to vehicular networks, see e.g. Primiero, Boender (2017); Primiero et al. (2017)
development by humans. On the one hand, these systems are ubiquitous, both in terms of usage and impact: almost everyone in large part of the developed world interacts constantly with a computing device; also, some of these systems have progressively evolved into cyber-physical entities, capable of acting upon and being affected by the external environment. On the other hand, there is an obvious mismatch between the complexity and ability of these systems to act in our world, and the level of knowledge required to interact critically with them. While the possibility to use them without expert knowledge has been a major factor in the diffusion of computing systems, it also has the important drawback that computing systems are nowadays used mostly by people who are unaware of the risks and consequences involved. Additionally, the increasing complexity and size of those systems, which is often rooted in a historically accumulated set of layers of abstraction and so-called bloated software systems (Wirth, 1995), has only deepened the issues of software design, development and maintenance as they came to be known in the 1960s. By consequence, it has become more difficult to prevent (potentially disastrous) errors. While this is principally a technical concern, it involves also political and commercial aspects underpinning the design, production and distribution of computing systems. From the point of view of the social and political implications, suffice here to mention issues of accountability in algorithm design and privacy of users.\footnote{The issue of algorithm accountability is gaining much traction, especially in view of current progress in AI. For a recent high-level analysis of the problem, see Diakopoulos, Friedler (2016). For contributions concerning the debate on the ethical relevance of algorithms in terms of accountability and their public impact, see Mittelstadt et al. (2016) and Binns (2017).}

Given these circumstances, we are very much in need of a deeper reflection on the nature of computing systems. A methodological safe ground for such an investigation into the foundations of computing would require us to have a clear understanding of the field in itself, of the relations among its several sub-fields, and a solid grasp of how different approaches interact in the development of complex systems. There is, however, no such well-defined and clean foundation for the computing field in general: as it was argued in Tedre (2015), there is not even a clear and coherent identity. This is rooted, on the one hand, in the fact that computing has not yet reached its maturity as a discipline and, on the other, in that it is both a science and a technology, with often different and sometimes conflicting interests. While science aims at stable, durable and solid results, technology is driven by the need of quick innovation and even quicker market returns. As Kalanick, former CEO of Uber, has recently remarked in the context of discussions on self-driving cars:

“We are going commercial [...] This can’t just be about science”\footnote{Quoted in (Chafkin, 2017).}

The DHST/DLMPST Commission for the History and Philosophy of Computing (www.hapoc.org) was established in 2013 with the awareness that such a fundamental reflection on the computing field can only be possible through the interaction and dialogue among different expertises. The approach of the Commission is for some approach and overviews of the related literatures. For a high-level commentary on trust of digital technologies, see Taddeo (2017).
to create opportunities for collaborations and discussions within a pluri-disciplinary and pluri-methodological group of researchers, engaging with both the history, the philosophy and the formal and technical aspects of computing. We are strongly convinced that it is only by being embracive and tolerant with respect to different viewpoints, methods, and topics that it will be possible to develop a history and philosophy of computing which can account for both the scientific, social and technological aspects of the discipline.

Among others, one of the series of events organized by the Commission is the Symposia on History and Philosophy of Programming (HaPoP). The third in this series, HaPoP-3 was organized on June 25, 2016 at the Conservatoire des Arts et des Métiers, Paris by Liesbeth De Mol, Baptiste Méles, Giuseppe Primiero and Raphaël Fournier-S’niehotta. Contrary to previous editions, this meeting focussed on one particular topic, namely on the nature, problems and impact of operating systems. The present volume collects contributions to HaPoP3.

Operating systems historically resulted from a broad set of general problems related to a large variety of aspects of computing (languages, memory, task complexity, to name a few) and so can be understood and contextualized as a (partial) answer to some of those problems. Moreover, both from the contemporary and historical perspective, it is hard to strictly isolate operating systems from others they are closely connected to, like networks and hardware systems. Accordingly, the editors have decided to shift the focus of the current volume to programming systems, to underline both the presence of historical aspects that precede and follow the birth of what qualifies as an operating system, the programming practices that underpin their design and development and the need to account for extensions of the concept of operating systems that we are witnessing today.

The general methodological approach of this book fits with the HaPc philosophy. Accordingly, the current volume includes papers motivated by conceptual issues or questions alive in the contemporary debate but with roots in early episodes of the history of computing, and more historical contributions which bring to the fore technical problems still pressing today. The pluralistic approach of this book allows and even necessitates to overstep boundaries between communities and it is our hope that this effort will engage researchers to advance the very much needed multi-disciplinary foundations of computing.

2 Introducing Programming Systems

The term ‘program’ can have different meanings, and the historical context taken as a starting point for the origins of the activity of ‘programming’ largely affects the accepted definition. For the present purposes, we chose to start with ENIAC, since this is the historical context in which our contemporary use of ‘program’ originates. ENIAC, one of the so-called first computers, was unveiled to the public in 1946. This

---

4 See (Grier, 1996). Obviously, an ENIAC program is something quite different from a program expressed in a high-level language. See (Haigh, 2016b) for a different approach in which one starts
machine, in its initial configuration, had two fundamental properties that no other computing device had at that time:

1. it was an electronic machine, and so computation was done at a very high, humanly impractical speed;
2. it was programmable, i.e. it could be set-up to compute any function within the material limits of the machine.

It was this combination of high-speed and programmability that required a deeper reflection on both the design of the machine and the ‘art’ of programming it – two strongly connected aspects in ENIAC, where ‘programming’ meant physically rewiring the machine. First, there was a large gap between the time required to prepare and set-up a program and its execution time; second, unlike other contemporary machines like the Mark I, it was no longer possible to ‘follow’, and hence to fully control a computation; and finally, it made no sense to provide ‘code’ through the mechanically and slowly punched cards. The answers to these issues were twofold: first of all, ENIAC was permanently rewired as a stored-program machine and a new design, known generically as the EDVAC or von Neumann design, was described; secondly, different approaches for controlling “the automatic evolution of a meaning” (Goldstine, 1947) were developed.5

The ENIAC was a one-of-a-kind machine and by the late 1940s-early 1950s the standard design had stabilized on the EDVAC design (Neumann, 1945)6 and the stored-program.7 The latter is today considered as the stabilising technical and conceptual element from which ‘programming systems’ became possible: the stored-program concept expresses the basic principle of computer science that programs and data are interchangeable and granting, ultimately, the possibility to “[simplify] the circuits at the expense of the code” (Turing, 1946). As it will become clear from several contributions to this volume, contrary to what Goldstine and von Neumann believed, i.e. that:

“the problem of coding routines need not and should not be a dominant difficulty. [In] fact we have made a careful analysis of this question and we have concluded from it that the problem of coding can be dealt with in a very satisfactory way.” (Goldstine, 1946)

from a generic definition of ‘program’ (as a ‘sequencing of operations’), and a ‘modern program’ is rooted in the ENIAC machine and the EDVAC design.

5 More particularly, the approach taken by von Neumann was the identification of different steps in the preparation and set-up of a problem – a kind of division of labor – where the most prominent stage is that in which the ‘dynamics’ of a program is captured by means of a flowchart. The other is due to Curry, who focussed on the automation of the coding process and developed a logic for program compositionality. See (De Mol, 2015) for a partial comparison between the two approaches.

6 It should be added that this is the standard narrative. Of course, there were many variants on the EDVAC design and also entirely different designs such as that for the Whirlwind which was not serial. See also (Backus, 1978) for a critical discussion of the von Neumann method.

7 There are different understandings of the origins of the stored-program concept, its intellectual lineage and its historical implementation and understanding. See Haigh et al. (2014) and copeland-sommaruga for two different interpretations.
programming problems would not be resolved nor absolved by this basic principle, nor by initial symbolizations of the general flow of a program.

Once the design of computing machines had more or less stabilized, the construction of computing machinery moved away from the research labs at the university to industry, and so commercial interests started to play their role. However, for both scientific (e.g. SWAC) and business-oriented applications (e.g. in the context of LEO machines), and thus also for machines used in both contexts (IBM and Burroughs), there remained an important set of programming and physical problems to be resolved. Originally, computers were coded through machine instructions and so the semantic gap between “code” and hardware execution was quite small. However, this coding through stacks of punched cards or tape was a highly time-consuming and very error-prone process. Another associated issue was developing at the hardware level: the need of increasingly complex sets of instructions to execute meant the need for greater amounts of memory and required the ability to centralize the different instruction controls in one physical unit. In the 1950s, these two problems were tackled in a timely fashion and almost in parallel, as analysed in Part I of this volume.

First, one sees the development of techniques to optimize the coding process: while, at first, these were mainly developed and used in one particular practice and around a specific hardware system, there were clearly attempts at more systematic approaches. One well-known example is the programming book for the EDSAC (Wilkes, 1951) which is basically a ‘library’ of more or less standardized subroutines and, in its reprinted version, wanted to transcend the particularities of EDSAC to be a “general introduction to programming for any computer of the stored-program type”. These approaches went hand-in-hand with improvements on the hardware design to have more efficient and simpler coding, with fewer errors or better error-handling. The example of the LEO machines presented in Chapter I is illustrative of these initial, more systematic attempts. More particularly, it focuses on how approaches are developed to identify and resolve errors in a fashion that anticipates the definition of principles of correctness inspiring modern research in program verification. These efforts were strongly characterised by the business nature of the Lyons company who developed the machine: for this reason, more formal principles of valid program execution (like ensuring termination) are accompanied by heavily pragmatic choices (e.g. in the way program were designed and tests performed). Second, the improvement on hardware was essential not only in reducing the risks associated with component failures, but in particular in guaranteeing the possibility of accommodating a lot more memory. Complementary to these more systematic approaches that remain, basically, in the realm of the order, assembler and machine code, the first steps are being taken towards the development of higher-level

---

See for instance the development of microprogramming which is basically an approach to hardware programming (Wilkes, 1953, p.230): “This paper describes a method of designing the control circuits of a machine which is wholly logical and which enables alterations or additions to the order code to be made without ad hoc alterations to the circuits” (De Mol, 2017) discusses several machines, some of which fit into the microprogramming strategy, that stick close to the hardware and develop optimum coding techniques such as latency and underwater programming.
languages and techniques of ‘automatic coding’ which were aimed at relieving the programmer from the tedious coding task and so to ‘automate’ the programmer. For instance, Grace Hopper made the first steps in automating subroutining for the A0-language of UNIVAC I. Chapter 8 is to be set against the background of such automating aspects of the programming process. It focuses on the period 1954-1964, the decade before the term ‘operating system’ more or less stabilized. This chapter deconstructs a classic narrative from the history of computing, that the operating system is essentially the IBM vision of automating the operator and hence it has to be historically located at the transition from batch processing to time-sharing systems. It is argued, instead, that this narrative in fact hides a more complex history concerning automating different aspects of programming. It is shown that it took several years before one could start to differentiate clearly between different kinds of systems, including the operating system. More particularly, a taxonomy of different types of systems from the late 50s and early 60s is offered. It is within this taxonomy that the steady development of ‘operating systems’ is accounted for, with the automation of the operator being just one of a set of parallel developments that brought about the distinguishability of operating systems from other ones.

The Complexity of Programming Systems

In the early 1960s, it is no longer mainly the hardware that shapes the problems related to the design and development of large-scale programming systems, but rather the programming systems themselves that determine the problems at stake. As summarized by the developers of the AOSP operating system for the Burroughs D825, (Anderson, 1962):

“computers do not run programs, [...] programs control computers.”

This underlies the diffuse realization that the problem does not lie with the machines, but rather with the ‘programs’, the way they are written, the way they constitute a complex system ready for commercial and scientific use by a broad range of different ‘users’ with different aims, who want well-documented, error-free and efficient systems. What is hard, is the software-side of computing. From realizing that the programming problem was not simply going to be resolved by faster systems with larger memory, (the legend of) the software crisis was born. Dijkstra, in his Turing award lecture (Dijkstra, 1972), illustrated the situation as follows:

“instead of finding ourselves in a state of eternal bliss with all programming problems solved, we found ourselves up to our necks in the software crisis [m.i.]/ [...] To put it quite

---

9 (Daylight, 2015), for instance, discusses the approach of the so-called ‘space cadets’. See also (Nofre, 2014) for a discussion of the use of the notion of language in this context.

10 See (Hopper, 1980) for a personal account of that development.

11 See (Mahoney, 2008) for a historical take on this wordplay.

12 See (Haigh, 2010) and (Ensmenger, 2010) for two different interpretations of the impact of the so-called software crisis.
bluntly, as long as there were no machines, programming was no problem at all; when we had a few weak computers, programming became a mild problem, and now we have gigantic computers, programming has become an equally gigantic problem. […] To put it in another way: as the power of available machines grew by a factor of more than a thousand, society’s ambition to apply these machines grew in proportion, and it was the poor programmer who found his job in this exploded field of tension between ends and means.”

The ‘software crisis’ is thus closely tied with the development of progressively larger and more complex systems. Two approaches can be identified as answers to the problem:

1. the formal approach, closely associated with a logical understanding of the foundations of computing;
2. the modernist approach, associated with the development of ‘grand designs’ that would provide universal environments for the solution of multiple programming problems.

The contributions in Part II of this volume provide an understanding of the first of the two approaches above.

A very direct case of treating a programming system as a formal system is the development of programming semantics: these were introduced precisely to deal with issues related to mapping specification with implementation on possibly different machine architectures. Chapter II goes back to a basic historical case to discuss and compare four different styles of formal semantics that were developed in that context. In particular, the paper focuses on the origins and problems of four formal semantics developed for Algol 60: the Vienna operational description; Vienna functional description; Oxford denotational description and the VDM denotational description. It was considered a good language to demonstrate the potential of a logical approach, since it was supposed to scale well to realistic languages. For each of the four styles, the authors discuss not just the historical context, but engage with stylistic, syntactic as well as modelling features. This uniform approach for analyzing each of the styles not only results in a historical study of the reasons and modalities of their origins, but it also allows a more critical review of each semantic description of the language.

The formal approaches did not come about in a straightforward manner, but are based on a critical study of the foundations of programming and computing. Amongst others, they require an analysis of what constitutes a full-fledged computational object, including whether some ‘objects’ are going to have fewer rights than others, thus introducing a principle of non-uniformity. Chapter 7.7 engages with this problem, in particular with the possibility of treating functions as so-called first-class citizens. This basic problem in the foundations of programming, first pointed out by Strachey in the Algol context, opens up a discussion on the technical and conceptual consequences of a particular formalization of computational citizenship; but it also connects developments in programming with the foundational debate in

---

13 During a talk titled *Fundamental concepts of programming languages* given at the International Summer School in Computer Programming in Copenhagen, in August 1967. (Strachey, 1967)
mathematics from the late 19th and early 20th century. Within this setting, the nature of operating systems and their coming about is investigated at an even higher level of abstraction than language: the system becomes an environment in which functions can be treated as computational objects. This understanding of an operating system has the advantage of generating the conceptual space for a number of other associated (both theoretical and technical) topics fully developed in the modern understanding of systems: execution and access privileges, and the possibility of delegating them in different environments. It is especially interesting how establishing these traits of operating systems as environments of function definition and execution makes possible the convergence of both formal and technical discourse, in a move highlighting the foundation of both theoretical and physical computing.

The two contributions in Part III of this volume approach the mentioned ‘modernist’ take on the problem of system complexity. They both center their analysis on what is often considered one of the most successful of the grand design approaches to operating systems, namely Unix. In Chapter III, Unix is approached through its relations with other designs, both those that were supposed to improve it (like Plan 9), and those that had different philosophies (like Smalltalk). This analysis highlights a number of important features that have emerged as unifying traits in the process of system design: the focus on programmability as the main core-business of the system; the creation of a meta-system providing a unified semantic description for different types of objects (e.g. programs, files, devices); and its flexible ‘everything is a file’ design, allowing any program to be used with any file as input and any device as output. It is argued that both Unix and Smalltalk, while usually interpreted as ‘grand designs’, can also be aligned with a more postmodern understanding of programming in which there is not just one ultimate language but many, where each offers its own “viewpoint”. The operating system as environment then becomes the backbone to support such postmodernist position.

In Chapter 9, Unix is set against the background of one of its predecessors, the Multics project: this detailed analysis of the features and processes in its early instantiation PDP-7 Unix, shows the switch from a ‘bigger is better’ approach to a ‘simple is better’ one (Raymond, 2003):

“Write programs that do one thing and do it well. Write programs to work together. Write programs to handle text streams, because that is a universal interface”.

The process of creating the first Unix system started in 1969 and its several versions were developed until the 1980s, while the success of later instantiations like Linux and McOS are well-known to everyone.

### 3 Programming Systems in the Real World

The discussion whether a real software crisis has been overcome, or whether we are witnessing a new one, is still very alive today. Only, the stakes are now much

\[14\] Which is basically the ‘worse is better’ philosophy. See also Chapter III
higher: energy grids, banking systems, border controls, medical appliances, traffic control and automated vehicles, polling systems, any single important aspect of our everyday life is managed by and relies on a programming system. Part IV of this book engages with these more recent developments focusing on ethical, political and even aesthetical issues of large-scale systems.

In Chapter IV, the problem of defining ethical principles for operating systems within a safety-critical setting is analysed. Note how this project relies on the very same idea that motivates the formal approach to computing from the previous Section: first, the authors seek to connect processing in an ethical cognitive calculi to a successful, proof-based analysis and verification at the OS level; second, this formal analysis is implemented in a language to demonstrate feasibility in a self-driving system. The importance of logically grounded, verifiable and formally reliable systems like the present one is expanding and it is testified by its transfer from purely academic research to projects developed by major private players in the computing industry (Amazon and Facebook are particularly significative examples).

In Chapter 11 the relation between operating systems and globalization is examined from the point of view of sovereign nations, which are reconfiguring themselves as properly cyber-physical entities whose control extends to the software and data domains. The integration of state-sponsored and private software and hardware components is aimed at increasing control and at infringing user privacy: this aspect becomes nowadays essential in understanding the novel functional configuration of operating systems. The complexity of systems is thus again at stake in updating their definition, although this time with an additional level of influence, extending throughout the whole digital chain.

Finally, the definition of aesthetical criteria for complex systems relies inevitably on a compositional approach, almost matching the complexity analysis suggested by Fetzer (1988). In this respect, a first step is made in Chapter 7, where the problem of defining elegance of simple programs is tackled. This notion is analysed in terms of properties depending both on abstract and pragmatic criteria. These necessarily include the program’s ‘fitness for purpose’, a criterium that (again) recalls the correctness principles mentioned at the very beginning of this volume.

The present volume is the first ever published combining historical, philosophical and technical approaches to tackle issues of programming systems. Whereas there are several studies focussing on single aspects and methodologies, a combined approach, that allows to see different issues from multiple perspectives, was still missing from the literature. We consider this volume as a way to open up a very much needed foundational debate requiring the perspectives from historians, philosophers and practitioners: the former provide the historical backbone for current issues and so help distinguishing the ‘real’ issues from the more contingent ones; philosophers help discerning conceptual trajectories and the evolution of ideas, like those of correctness and computational citizenship; finally, the practitioners give the problem

15 For historical works, see (Brennecke, 2002) and (Hashagen, 2002). For computer science works, see (Tanenbaum, 2008) and (Silberschatz, 2011); for a philosophical approach to software with some aspects related to systems, see Berry (2011).
context in which those ideas and issues originated, were technically tackled and evolved.

Gent, London
December 2017

Liesbeth De Mol
Giuseppe Primiero
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Part IV
Evaluating Systems
Ethical Operating Systems

Naveen Sundar Govindarajulu, Selmer Bringsjord, Atriya Sen, Jean-Claude Paquin, Kevin O’Neill

Abstract A well-ingrained and recommended engineering practice in safety-critical software systems is to separate safety concerns from other aspects of the system. Along these lines, there have been calls for operating systems (or computing substrates, termed ethical operating systems) that implement ethical controls in an ethical layer separate from, and not amenable to tampering by, developers and modules in higher-level intelligence or cognition layers. There have been no implementations that demonstrate such a marshalling of ethical principles into an ethical layer. To address this, we present three different tracks for implementing such systems, and offer a prototype implementation of the third track. We end by addressing objections to our approach.
1 Introduction

Suppose that \( r \) is an intelligent, autonomous, robot whose range of human-impacting actions in the environment is wide and substantive. Govindarajulu and Bringsjord (2015) have explained and defended, at length, the following two-part position:

\[ P_1 \] \( r \) will need to be ethically controlled; and

\[ P_2 \] such control cannot be achieved by merely installing high-level modules that monitor the ethical status of \( r \)'s actions, but rather only by infusing the OS of \( r \) with computational logics of the right sort (see Figure 1).

![Fig. 1 Two Futures — With and Without an Ethical Substrate](image)

Higher-level modules are vulnerable to tampering. The Ethical Substrate protects the Robotic Substrate from rogue modules. Figure from Govindarajulu and Bringsjord (2015)

To ease exposition, we assume that \( P_1 \) is granted. Then the main rationale for \( P_2 \), encapsulated, is this: Unless ethical control is engineered at the operating-system level, malevolent or blundering software engineers working above the OS level may well disable such control. There is a simple software-engineering-motivated rationale for needing ethical operating systems, as shown in Figure 2. By offloading the development and refinement of ethical theories,\(^1\) AI developers can focus on building intelligent systems and need not be concerned with the esoteric ins and outs that

\( ^1 \) We here use the word ‘theory’ as it is used in formal logic and mathematics; there, a theory is any arbitrary set of formulae \( \Gamma \) (which may e.g. be the closure under deduction of some set of core axioms). Hence, for us, an ethical theory is a set of formulae that governs ethical behavior. Coverage of such theories ranges from the simple, such as a list of prohibitions, to the more complex, e.g. the doctrine of double effect (discussed herein later), and beyond. Our conception of an ethical theory is in the end simply a rigorization of the concept of an ethical theory as employed by analytic ethicists, an exemplar being Feldman (1978); a synoptic explanation of this is given in Note 10. Our sense of ‘ethical theory,’ then, is in the end a formal version of what systematic ethicists refer to when they discuss such ethical theories as utilitarianism, ethical egoism, contractualism, etc.
are the bread and butter of professional philosophers and other experts. This philosophical work can be assigned to those trained for such work. This approach can be seen as an application of the principle of *separation of concerns* in Dijkstra (1982).²

![Diagram](image)

**Fig. 2** The Goal: Software-Engineering Perspective on an Ethical Operating System

In other, directly related prior work, Bringsjord and Sen (2016) have made the sustained case that, where \( r \) is specifically a self-driving car, OS-rooted ethical control on the strength of the right sort of computational logics is necessary (despite what sanguine car manufacturers may currently believe). Unfortunately, while we claim to have in hand the required computational logics for ensuring that when possible \( r \), relative to some selected ethical theory, meets all its moral and legal obligations, never does what is morally or legally forbidden, invariably steers clear of the invidious, and, when appropriate, performs what is supererogatory,³ to this point

² It is quite easy to see how Dijkstra’s principle still applies when we want to engineer ethical machines, for we read:

> We know that a program must be correct and we can study it from that viewpoint only; we also know that it should be efficient and we can study its efficiency on another day, so to speak. In another mood we may ask ourselves whether, and if so: why, the program is desirable. But nothing is gained — on the contrary! — by tackling these various aspects simultaneously. It is what I sometimes have called ‘the separation of concerns,’ which, even if not perfectly possible, is yet the only available technique for effective ordering of one’s thoughts, that I know of. (Dijsktra 1982, p. 60)

³ One calculus that enables much of this is the *deontic cognitive event calculus* (with provision for modeling access/informational self-awareness), or for short *DCEC*⁴, which has now been used
we have not worked directly at the operating-system level in any detail, and a for-
tiori have no demonstration that OS-rooted ethical control of $r$ can be specified and
implemented. In the present contribution, we lay out a formal meta-operating sys-
tem and describe an embryonic implementation of it that carries a non-trivial ethical
component. We also end by entertaining and rebutting some penetrating objections
to our “meta” approach.

2 Prior Work in Ethical Control

We plan to be able to concretely demonstrate not only that our ethical-control calculi
can ensure that the robots meet their obligations to, for instance, protect life (an
example of which is shown in Figure 3, where Bert from Sesame Street is saved in
the RAIR Lab from being run over by an onrushing car when the saving car deflects
the onrushing one), but that such morally correct behavior can be OS-rooted. In the
present section, however, we say a few words about prior work in ethical control of
robots, simpliciter.

There are more than a few projects for ethical control of robots based on logic-
based/logicist formalisms. The Deontic Cognitive Event Calculus*, $DCEC^*$, a quant-
tified multi-operator modal logic, has been used to model not only obligatory actions
like saving Bert by deflection (again, Figure 3), but also for example akrasia (willful
violation of one’s own self-affirmed moral principles, Bringsjord et al. (2014)), and
the doctrine of double effect (Govindarajulu and Bringsjord, 2017).

In addition, Pereira and Saptawijaya (2016a) use a propositional logic program-
ing approach to model not only the doctrine of double effect, but many other phe-
omena relevant to — as they put it — “programming machine ethics” (Pereira and
Saptawijaya, 2016b). In addition, since any mechanization of explicit laws or prin-
ciples that preserves their declarative content in symbolization that is reasoned over
classically is fundamentally logic-based, much of the early, seminal work of Arkin
(2009) is by definition in the logicist paradigm. Additional early machine-ethics
work that is explicitly logicist includes Arkoudas et al. (2005); Bringsjord et al.
(2006). And, to mention a final example of prior research, in some very important
work based in answer-set programming, Ganascia (2015) has tackled the problem
of using non-monotonic logic to model and resolve conflicts in ethical reasoning.\footnote{See also the earlier Ganascia (2007).}

None of the work referred to in the previous paragraph, please note, is connected
to OS-level processing in any way; the same holds for research in the same vein
that we don’t explicitly cite. If $P_2$ holds (refer to the beginning of Section 1), then
this is undesirable. This is simply an observation, one devoid of any criticism of the

\footnote{in its implemented form to guide and control the actions of a number of real-life versions of what $r$
denotes in the present paper; e.g. see Bringsjord et al. (2014). The earliest work of this kind started
over a decade ago (Bringsjord et al., 2006; Arkoudas et al., 2005), and has been steadily improving
— but hitherto has not been connected to operating systems. An overview of $DCEC^*$ can be found
at this url: http://www.cs.rpi.edu/~govinn/dcec.pdf.}
intrinsic quality of the work itself; note that the observation is accurately made of prior work in our own case. We turn now to two straightforward “tracks” that can be pursued.

![Image of self-driving robots](image)

**Fig. 3** A Demonstration of Obligation-only Ethical Control. The self-driving robot to the left of Bert would have run him over — but the other self-driving robot met its obligation by deflecting the onrushing car, thereby keeping Bert and his acting career alive and well. The robot overhead on the table is ethically controlled as well, but realized that it didn’t have an obligation to dive down to save Bert.

### 3 Two Possible Tracks

There are two possible tracks that naturally come to mind when one is looking to achieve an ethical operating system. Track 1 is aimed at realistic-scale, purely formal vindication of our approach to ethical operating systems. Here, in our own case, we would seek to connect processing in our ethical cognitive calculi to successful, real-world proof-based analysis and verification at the OS level.\(^5\) In Track 1, our ethical-control logics would be interleaved with seL4 to form what Govindarajulu and Bringsjord (2015) dub the *ethical substrate*, and the goal would be to establish this at the conceptual/formal level first, before moving on to implementation. By “interleaving” an OS with an ethical calculus, we mean: (1) the combination of any

---

\(^5\) At the moment, among formally verified operating-system kernels, the clear frontrunner is apparently seL4 https://.sel4.systems. It runs on both x86 and ARM platforms, and can even run the Linux user-space, currently only within a virtual machine. It’s also open-source, including the proofs. These proofs can be combined with our own for ethical control. For a remarkable success story in formal verification at the OS-level, and one more in line with the formal logics and proof theories our lab is inclined to use, see Arkoudas et al. (2004).
formal calculus and theory used in the verification of the system with the ethical calculus; and (2) use of the ethical calculus in the OS during its operation.

Track 2 is much more concrete; in it, we are working in what can be called “microcosmic” fashion, leveraging theorem proving and a formalization of a subset of Common Lisp. Here we are building a miniature operating system for mobile robots that run our ethical-control calculi, to regulate and control the behaviour of the system. We are seeking to include these calculi in this system so as to demonstrate feasibility in the self-driving-car domain.⁶ We are doing this for miniature self-driving cars, and a key part of our work is the use of ACL2.⁷ See Figure 4.

---

**Fig. 4** An Architecture for a Mobile Robot OS  The proof system is ACL2.

---

4 Track 3: A Blend of Tracks 1 and 2

We now move to the technical focus of the present paper, in the context of our foregoing synopses of Tracks 1 and 2: viz., a hybrid track that marks a “blending” of these two tracks. This blended approach we refer to as ‘Track 3.’ The rationale for adding Track 3, and pursuing it, is fairly straightforward. This rationale begins by conceding a brute fact: Engineering an operating system from the ground up, a la Track 2, even when the range of coverage for the computation in question is severely

---

⁶ At least at the conceptual level, there is some historical precedent for at least the first steps of what we are seeking: Flatt et al. (1999) showed that “MrEd,” while not a “bare-metal” OS, is a Lisp-flavored virtual machine that counts as an OS.

restricted, is a gargantuan task. At the same time, however, the formal rigor of Track 1 must be conceded to be attractive, and the prospect of connecting work on ethical operating systems to the longstanding, excellent, and rich body of methodologies and work on program verification is a very savory one. Track 3, if you will, enters this situation and “comes to the rescue.” We are still pursuing Tracks 1 and 2, but Track 3 is what we emphasize in what follows, since it allows us to quickly make advances worth (at least by our lights) sharing with readers. The fact is that up until now, all published work by us in the domain of ethical operating systems has been abstract, and at the same time, all of our engineering work has been exclusively in machine ethics, divorced from connections to operating systems.

In Track 3, instead of engineering an operating system from the ground up or building a simple, formally-verified kernel, we look at building an ethical meta-operating system. A meta-operating system is a system that runs on top of an existing operating system, yet provides all the routine functions of an operating system (such as managing hardware) to software that in turn runs on top of it. We begin by extending our prior work in this arena by specifying a formal model for a meta-operating system. In order to do that, we first need to make more precise a few common and useful concepts. The first of these is the notion of software components:

**Software Components (Abstract)**

We begin by assuming as primitives a set of all possible software components $S$. Any robotic or computational system $S$, at any time $t \in \mathbb{N}$, has an associated finite directed graph $S_G(t)$ with nodes $S_N(t)$ and edges $S_E(t)$, with nodes $n \in S$. An edge $(u,v)$ indicates that component $u$ is dependent on $v$. (See Figure 5.)

![Fig. 5 A Software System in the Abstract](image)

By ‘software component,’ we mean a running software process with internal states and not simply the definition or program that spawned the process. Armed with the above definition, we obtain the following straightforward view of what an operating system is:

---

8 For summary and references, see Bringsjord (2015b), which includes a defense of a particular way to seek verification.
Operating System (Abstract)

Given a system $S$, an operating system is simply the only unique component $o$ such that for all times $t$, there is a path from any component $v \neq o$ to $o$. A path from to $u$ to $v$ is a sequence of one or more edges $[(u, p_1), (p_1, p_2), (p_2, p_3), \ldots, (p_{n-1}, p_n), (p_n, v)]$.

\* In distributed systems, there can be multiple such components.

The definition immediately below states that a meta-operating system $m$ is a software component dependent on another component, the underlying operating system $o$; and the rest of the components are transitively dependent on the meta-operating system $m$. In other words, the meta-operating system is simply another software component that sits between an operating system and all other components in a system. ROS (the Robot Operating System) and Player/Gazebo (Vaughan et al., 2003) in the robotics domain are two such prominent meta-operating systems. Intuitively, a meta-operating system can be thought of as an interface to another underlying operating system.

Meta-Operating System (Abstract)

Given a system $S$, for all times $t$, a meta-operating system is a software component $m$ such that there is a component $o$ (the underlying operating system that $m$ uses) such that:

$$(m, o) \in S_E(t) \text{ and } \forall o' \exists! (m, o') \in S_E(t') \Rightarrow o = o'$$

but for all $v \neq o$ and $v \neq m$, there is a path from $v$ to $m$.

Though meta-operating systems such as ROS and Player/Gazebo differ quite a bit, the above semi-formal definition roughly captures the intended notion. As we mentioned above, though there have been calls for ethical operating systems and arguments for why such systems are needed, there has been very little work in either formal or real systems. In the rest of the paper, we present an ethical meta-operating system accompanied by an implementation. While the system is quite simple, it is concrete and available for researchers to experiment with and extend. We have the following informal definition for what constitutes an ethical operating system:

Ethical Operating System Informal Requirement

An ethical operating system $E_E$ is an operating system that adheres to an ethical theory $E$ even when software components are added, removed, or when configurations between components change.

We are well aware of the fact that ‘adheres to an ethical theory $E$’ is a broad phrase. However, since the focus in the present essay is specifically on presenting the (Track 3) conception of an ethical operating system, we leave aside here the fleshing out of this broad locution. Also, more precisely, our approach works with not just adherence to a given ethical theory, but adherence to ethical codes derived from a given theory.

\* The definition that immediately follows does not distinguish between virtual operating systems and meta-operating systems and does not account for nested meta-operating systems.
In fact, our process overall consists in the four steps shown in Figure 6. Obviously the present chapter centers around Step 3: bringing machine ethics to OS-level processing.\(^{10}\)

5 Ethical Calculi

There are a number of families of ethical theories. For example: deontological theories, utilitarianism, divine-command theories,\(^{11}\) contractualism, virtue ethics, “ethical egoism,” etc. (these are pictured schematically in Figure 6). We do not want to advance a framework that requires one to commit to any particular one of these theories or even to families of theories. Our framework is general enough that it can be applied to any ethical theory, or collection or family thereof. That said, there are a few high-level requirements that should be discussed and affirmed.

Assume that we have a family of ethical theories \(E\) of interest. We assume that any ethical theory \(E \in E\) obligates or permits (i.e. sanctions) a set of situations or actions \(p\) and forbids a set of other situations or actions \(\bar{p}\). Any formal system in play must have enough power to capture these notions.

Abstractly, assume that we have a formal system \(F = \langle \mathcal{L}, \mathcal{I} \rangle\) composed of a language \(\mathcal{L}\) and a system of inference schemata (or a proof theory/argument theory) \(\mathcal{I}\). This system could be as sophisticated as DCEC\(^{\ast}\), a quantified multi-modal logic used, for example, in Bringsjord et al. (2014), or it could be as simple as standard deontic logic, a propositional modal logic, used in Govindarajulu and Bringsjord (2015). The only requirement is that the system be sophisticated enough to model any situation and condition the selected family \(E\) of ethical theories might have to.

\(^{10}\) While the focus of the present paper is on Step 3, we provide a brief explanation of the mysterious-to-most-readers phrase “run through EH” that appears in the graphic of Figure 6: An ethical theory \(T\) in the four-step process is formalized as a conjunction of robust biconditionals \(\beta(x_1, \ldots, x_k)\) that specify when actions, in general, are obligatory (and forbidden and morally neutral); here, \(x_i\) are the variables appearing in the biconditional, and serve the purpose of allowing for the fixing of particular times, places, and so on. The general form of each definiendum of each biconditional refers to some action being \(M\) for some agent in some particular context; the definiens then supplies the conditions that must hold for the action to be \(M\). This is a rigorization of the approach to pinning down an ethical theory taken e.g. in Feldman (1978). The variable \(M\) is a placeholder for the basic categories captured by modal operators in our calculi. For instance, \(M\) can be obligatory, or forbidden, or civil, etc. Now, the ethical hierarchy \(\mathcal{E}_M\) introduced in Bringsjord (2015a) explains that this trio needs to be expanded to nine different deontic operators for \(M\) (six in addition to the standard three of forbidden, morally neutral, and obligatory). (For example, some actions are right to do, but not obligatory. A classic example is the category of civil actions. There are also heroic actions. The expansion of deontic operators to cover these additional categories was first expressed systematically in Chisholm (1982).) To “run a given ethical theory through \(\mathcal{E}_M\)” is to expand the activity of Feldman (1978), for a given ethical theory, to biconditionals \(\beta(x_1, \ldots, x_k)\) for each of the nine operators. (Feldman only considers one.) A particular code \(C_T\) based on an ethical theory \(T\), if configured in keeping with \(\mathcal{E}_M\), would include use of any of the operators in the nine in order to e.g. permit or proscribe a particular kind of action in a particular domain for a given agent under \(T\).

\(^{11}\) Yes, even this family can be used for machine/robot ethics; see e.g. Bringsjord and Taylor (2012).
Fig. 6 The Four Steps in Making Ethically Correct Machines. Step 3, in broad strokes the connecting of mechanized ethics to OS-level processing, is the focus of the present chapter. For an overview of the four-step process, including some expanation of the ‘Run through’ sub-step in Step 1, see footnote 10.

handle. The requirement for our formal system $F$ is that it has to be expressive enough to capture any theory $E \in E$ via a set of formulae $\Gamma_E$ in $L$. We require that, for any sanctioned situation in $\pi \in \Pi$, there is a formula $\phi_\pi$; and, for any forbidden situation $\upsilon \in \Upsilon$, there is a formula $\phi_\upsilon$ representing it. With these requirements met, the following obvious conditions arise:

\[
\begin{align*}
\Gamma_E \vdash \phi_\pi \\
\Gamma_E \vdash \neg \phi_\upsilon
\end{align*}
\]

We also need two more technical conditions to hold:

1. For any given theory $E$, if $E$ is sound, we require that $\Gamma_E$ be consistent; that is, there is no $\phi$ such that $\Gamma_E \vdash \phi$ and $\Gamma_E \vdash \neg \phi$.
2. $\Gamma_E$ is negation-complete; that is, for any $\phi$: $\Gamma_E \vdash \phi$ or $\Gamma_E \vdash \neg \phi$. 


6 A Formal Meta-Operating System

We use the actor calculus to provide a model of a meta-operating system. The actor calculus is a Turing-complete model of computation used for modeling and building concurrent computing systems.\(^\text{12}\) The actor calculus is well-suited for systems in which components have to be added or removed, and in which connections between components can change through time.

At the core of the actor calculus is — unsurprisingly — an actor, simply an independent unit of computing. In any computing system, there can be zero or more actors, each operating independently and concurrently. Actors communicate by exchanging messages. Each actor can be thought of as a “black box.”

We now give a quick, semi-formal conceptualization of the actor calculus. Assume that we have a formal system \( \mathcal{F} = (\mathcal{L}, \mathcal{I}) \) as discussed above. Let \( N \) be a set of identifiers or names. We employ the simply typed \( \lambda \)-calculus and augment it with the following primitive expressions: \{send, new, ready\}, giving us the \( \lambda^n \)-calculus with which we construct actors. (The new primitives will be explained shortly.) Also assume that the set of expressions in the \( \lambda^n \)-calculus includes \( \mathcal{L} \).\(^\text{13}\) Let \( B \) be the set of all expressions of \( \lambda^n \)-calculus.

---

### Actor Calculus Components (Modified)

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actor</td>
<td>An actor (as stated earlier) is an independent unit of computation. Each actor has a unique name ( n \in N ). An actor is associated with a ( \lambda ) abstraction (i.e., function definition) in ( \lambda^n )-calculus.</td>
</tr>
<tr>
<td>Message</td>
<td>A message is an element of ( \mathcal{L} ).</td>
</tr>
</tbody>
</table>

The new primitives are explained immediately below.

---

### Actor Calculus Components (Modified)

1. **send**: \( N \times \mathcal{L} \times N \to \\{\} \). The function \( \text{send}(x, m, y) \) is used for sending a message \( m \) to an actor \( x \) from the actor \( y \).
2. **new**: \( B \to N \). This primitive is used for creating a new actor with behavior specified by the input \( \lambda^n \)-calculus expression. The primitive generates a brand-new identifier for the actor.
3. **ready**: \( B \to \{\} \). This changes the invoking/calling actor’s behavior to one specified in the input. This is useful for modeling components that change their internal state.

Note that while the above model is functional in nature, there are models of the actor calculus that use other programming paradigms. For instance, SALSA is a standalone actor-calculus-based programming language that runs on the Java Virtual Machine (JVM) and is object-oriented in nature (Varela and Agha, 2001). Akka is another JVM-based object-oriented actor system available as a library for languages...

---

\(^{12}\) In concurrent computing, there can be two or more different computational processes happening at the same time.

\(^{13}\) The inclusion of an arbitrary formal language \( \mathcal{L} \) is where we differ from the strict \( \lambda^n \)-calculus as presented in, for instance, (Varela, 2013, Chapter 4). This is merely for convenience and doesn’t sacrifice generality, as we can readily encode \( \mathcal{L} \) using primitives in just the \( \lambda \)-calculus and nothing more.
on the JVM (Boner, 2010). Our implementation of an embryonic ethical operating system uses an object-oriented framework based on Akka. For a purely functional system, see the cl-actors system for Common Lisp (Govindarajulu, 2010).

### Defining Dependency

In the actor model, software components are actors. An actor \( u \) is dependent on an actor \( v \) iff the definition for \( u \) has the identifier for \( v \).

We get our formal model of a meta-operating system by taking the most general description of an intelligent agent as can be found in Russell and Norvig (2009) and Hutter (2005) and casting that in an actor-based formalism. (These works incontestably provide supremely general accounts of what an intelligent agent is.) See Figure 7. We make the architecture shown in Figure 7 more specific by requiring that sensors, actuators, and the agent be composed of one or more actors. See Figure 8. Given the actor formalism, decomposing an agent architecture into actors is quite simple. We require that there be four classes of actors, or correspondingly four classes of names, as given below:

<table>
<thead>
<tr>
<th>Actor-Calculus Agent System</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sen</strong> Names of actors that are used as sensors. These actors get information from the external environment.</td>
</tr>
<tr>
<td><strong>Int</strong> Names of actors that are used as internal components. These actors perform the reasoning and any other cognitive tasks (learning, planning, and so on).</td>
</tr>
<tr>
<td><strong>Act</strong> Names of actors that are used as actuators. These actors change things in the environment.</td>
</tr>
<tr>
<td><strong>Env</strong> Names of actors in the environment. There could be just one actor modeling the entire external environment, or there could be a set of actors modeling different parts of the environment.</td>
</tr>
</tbody>
</table>

In the actors world, the operating system is then simply the collection of actors \( \text{Sens} \cup \text{Act} \), as all other actors would need to transitively rely on these actors for interactions with environment.\(^{14}\) Given this, a meta-operating system is then simply \( \text{Sens} \cup \text{Act} \), or a fully encapsulating layer around \( \text{Sens} \cup \text{Act} \).

### 7 A Formal Ethical Meta-Operating System

Since messages between actors are all from \( \mathcal{L} \), specifying an ethical operating system becomes straightforward. At a minimum, we simply need all messages from any actor in \( \text{Act} \) to any actor in \( \text{Env} \) to be sanctioned by the ethical theory we are using. (Please recall our remarks in §4 in which we conceded that directly using an ethical theory is a gross simplification, but expedient given the current chapter’s focus; and specifically recall the four steps alluded to in Fig. 6.) In the following condition, the ethical layer acts a filter or a gate. Under the pass condition, it lets the

\(^{14}\) We ignore stray actors that neither observe nor act upon the environment.
Fig. 7 Architecture for an Intelligent Agent

Fig. 8 An Actor-based Architecture

Fig. 9 Ethical Layer around the Meta-Operating System
message through; and under the fail condition, it simply discards the message (see Figure 9).

$$\forall q \cdot \forall r \cdot \forall m \in L \cdot [\text{send}(r, m, q) \Rightarrow \text{if } E \vdash \neg \exists q \cdot \text{send}(r, m, q) \text{ then pass else fail}]$$

The above condition works well for ethical theories that are only concerned with the actions of an agent; but the condition will fail when we rely on ethical theories that pivot on the internal, intensional states of agents. For example, the **Doctrine of Double Effect** (DDE) requires considering one’s intentions when weighing actions that have both good and bad effects.\(^{15}\) Modeling the doctrine requires modeling an agent’s knowledge and intentions. This requires us to consider internal messages too.\(^{16}\) The condition becomes simpler to write but more expensive to check during the system’s operation:

**Ethical Layer Condition 1**

$$\forall q \cdot \forall r \cdot \forall m \in L \cdot [\text{send}(r, m, q) \Rightarrow \text{if } E \vdash \neg \exists q \cdot \text{send}(r, m, q) \text{ then pass else fail}]$$

The above two conditions look at only messages that have been sent and check whether they conform to the theory \(E\) or not. The conditions don’t account for circumstances in which \(E\) dictates that a certain message has to be sent, but in fact no message is sent. Let the statement “\(m\) should be sent to \(r\) at time \(t\)” be denoted by the formula \(\sigma(m, r, t)\). Then the layer, denoted by the actor \(l\), can send such a message on its own if it confirms that no such message exists at \(t\):

**Ethical Layer Condition 2**

$$\forall r \cdot \forall m \cdot \forall t \cdot \left( E \vdash \neg \exists q \cdot \text{send}(r, m, q) \right) \Rightarrow \text{send}(r, m, l)$$

The above formulation gives rise to an immediate concern. While the formulation constrains individual messages, the messages themselves can be at any level of abstraction and need not be just individual atomic actions that an agent might commit. For example, consider a prohibited action \(a\) composed of two or more actions \((a_1, a_2, \ldots, a_n)\). The layer can correctly work in this case if \(a\) is sent as a message. If \(a\) is not sent as a message, the layer can keep track of \((a_1, a_2, \ldots, a_{n-1})\) and prohibit \(a_n\), and thus prevent \(a\) from being realized.

\(^{15}\) A rapid, informal, but nonetheless nice overview of the doctrine is provided in McIntyre (2014).

\(^{16}\) A quick note on the expressivity of the formal system needed to model DDE: It is well known that modeling knowledge in first-order logic can lead to fidelity problems by permitting inconsistencies. We show this explicitly in Bringsjord and Govindarajulu (2012). This implies that DDE requires going beyond first-order logic to first-order modal logic (an intensional logic) with operators covering minimally the epistemic and deontic realms. An intensional model of DDE can be be found in our Govindarajulu and Bringsjord (2017).
8 Implementation & Walkthrough

We now explain an embryonic implementation of a meta-operating system that has the facility to bake in ethical theories that operate independently of other modules in the system. This is achieved by implementing an ethical layer that satisfies the above two conditions. The overall system, termed Zeus, is based in Java and uses the Akka actors system (Boner, 2010). While the performance of the Akka system in particular may or may not be suitable for certain kinds of real-world robots, our aim for now is to build simulations of interconnected pieces of software that have to be verified ethically. For this purpose, the actor calculus, independent of any implementation, as we have noted above, is a good fit.

Software components in our system are created by instantiating the Java class AbstractZeusActor, which in turn is a subclass of Akka’s AbstractActor. Actors in the system receive messages which are nothing but formulae $f \in L$ in some given formal language. In response to a message, actors can do one of the following (as is the case in the plain actor calculus): (i) send messages (i.e., formulae) to other actors; (ii) change their internal state/behavior or terminate themselves; or (iii) create new actors. The underlying ethical system then checks each message against a given ethical theory and transforms, rejects, or injects new messages in order to conform to the given ethical theory at hand. An ethical theory is created by extending the EthicalTheory class. Figure 10 shows a high-level view of creating an actor and an ethical theory.

![Fig. 10](https://github.com/naveensundarg/zeus)

Fig. 10 Outlines of a Sample Actor and an Ethical Theory

We now demonstrate the system in action via a simple ethical theory in an abstract self-driving car scenario.

*Example Ethical Theory: Doctrine of Double Effect*

The ethical theory at hand has just one principle or doctrine, the aforementioned $DDE$. This doctrine is activated when we want to perform actions that have both positive and negative effects. Roughly, $DDE$ allows an agent to perform an action $\alpha$ only when the following clauses all hold:

17 The system is available for experimentation at https://github.com/naveensundarg/zeus.
(Informal) Doctrine of Double Effect \( DDE \)

\( (C_1) \) some of positive effects of the action are intended;
\( (C_2) \) none of the negative effects are intended;
\( (C_3) \) the positive effects outweigh the negative ones significantly; and finally,
\( (C_4) \) the negative effects are simply side effects and not used as means to achieve the positive effects.

For instance, given the last condition, foreseen but unintended collateral civilian damage in a battle might be permitted, but terrorist bombing of civilians to make an opponent change their stance is not permitted.

There are varying levels of formalizations of this principle. While a first-order modal logic is necessary to model the principle with fidelity, in one of the first formalizations of the principle, Berreby et al. (2015) use a pure first-order system based on the event calculus. Pereira and Saptawijaya (2016a) present a pure propositional logic-programming-based formalization that uses counterfactual reasoning to model side effects. Bentzen (2016) presents an intricate model-theoretic formalization of the principle. The only first-order modal formalization of this principle can be found in Govindarajulu and Bringsjord (2017); in light of space constraints and in order to ease exposition, we use a somewhat simpler version of this formalization in our example below.

**Example Scenario: Abstract Self-Driving Cars**

Figure 11 shows an overview of the major components in our self-driving scenario. There are three major components, and one optional component that gets added later on in our scenario.

![Fig. 11 Components in the Scenario](image-url)
The main components are: a driving component \texttt{DrivingAgent}, a sensory component \texttt{SensoryAgent}, and an actuator component \texttt{ActuatorAgent}. The driving component, \texttt{DrivingAgent}, could have been obtained either through an end-to-end learning system as in Bojarski et al. (2016), or could have been assembled by coordinating a large array of smaller learning systems; for example, see Ramos et al. (2016). No matter how the component was constructed, we can at least \textit{model} the behaviour of the component using any sufficiently strong formal system. Figure 12 (in landscape, of necessity) shows one such abstract model using the event calculus in a Slate theorem-proving workspace (Bringsjord et al., 2008). The system’s operation is shown for three timepoints \( t_1, t_2 \) and \( t_3 \).

The system is modeled using the knowledge-base shown at the top of the figure. The inputs for the different timepoints are in the middle; the outputs are shown at the bottom. At a very high level, there are two directions the car can travel in: direction 0 and direction 1. Note that we can easily extend the model to an arbitrary number of directions. \texttt{DrivingAgent} gets as input a message denoting the number of humans present in a given direction at a given timepoint. For example, the message below says that there are \( n \) humans in direction \( d \) at time \( t \):

\[
\text{Holds}(\text{humans}(n,d),t)
\]

If all the directions have one or more humans, \texttt{DrivingAgent} sends the following message that commands \texttt{ActuatorAgent} to brake and stop the car:

\[
\text{Holds}(\text{brake},t)
\]

If there is a direction \( d \) with zero humans and \( d \) is the direction we want to travel in, \texttt{DrivingAgent} sends a steer message to the actuator:

\[
\text{Holds}(\text{steer}(d),t)
\]

In our model, the function \( EC \) denotes expected collisions for a car in the near future (up to some horizon \( t \)).\textsuperscript{18} For the vast majority of cars, this number would be zero, rendering \( EC(x) > 0 \) a very low-probability event. This information can be estimated, at least in theory, for any car on the fly by looking up its prior history, the history of the person driving, and the current driving behavior.\textsuperscript{19} For a very small number of cars, \( EC \) will be greater than zero. Let us assume that if \texttt{DrivingAgent} sees such a car, for example \texttt{car17}, then it will try to hit it by sending the following two messages to the actuator. We model the action of hitting a car as being composed

\textsuperscript{18} Though \( EC \) would make sense only when considering driver-specific information, to keep the model simple we show it being applied to cars rather than a car-and-driver combination.

\textsuperscript{19} See Banker (2016) for a description of work in which machine learning is used to predict truck accidents. Such information might be easier to compute in a future where we could have millions of self-driving vehicles, with most of them connected to a handful of centralized networks; for a description of such a future, and discussion, see Bringsjord and Sen (2016).
Fig. 12 Modeling DrivingAgent
of the two smaller actions of (1) aiming toward a car, and (2) accelerating toward it. For example:

\[
\text{Holds}\left(\text{aimAt}(\text{car}_{17}), t\right)
\]

\[
\text{Holds}\left(\text{accelerateTowards}(\text{car}_{17}), t\right)
\]

Information about expected collisions for a given car \(x\), that is \(EC(x)\), comes from the \text{EstimateEC} module. Can software testing help us detect that our car might intentionally try to hit bad cars? There are two possibilities. (1) In the first possibility, the \text{EstimateEC} module is not present during testing and is added on after testing (as is common in real-life software systems). In this case, during testing, the car will not try to hit any such bad vehicles intentionally. In the absence of this module, no amount of testing will reveal this unwanted behavior. (2) In the second possibility, assume rigorous testing happens even after the module is added. In this case, the tests will be useless if we cannot produce during the testing phase the very low-probability event \(EC(x) > 0\).

In such low-probability scenarios, it is unlikely that any reasonable amount of testing will reveal problems, but more likely that having a well-specified ethical layer that actively looks for aberrant behavior can help us, no matter what configuration the underlying system is present in. Support for the previous statement is similar to the support for an analogous statement that can be asserted for formal program verification. The figure below (13) shows the specific scenario we have simulated. In this scenario, we have one “bad” \(\text{car}_{17}\) and \(\text{DrivingAgent}\) receives this message \(EC(\text{car}_{17}) = 1\) from \text{EstimateEC}. Upon receiving this message, \(\text{DrivingAgent}\) decides to preemptively hit \(\text{car}_{17}\). In this simple scenario, our particular instantiation of \text{DDE} fails to let this action pass through, as the positive effects don’t significantly outweigh the negative effects.

![Fig. 13 The Driving Scenario](image-url)
Figures 14 and 15 show a trace of the output from the system with the ethical layer disabled and enabled, respectively. In the second case, the layer prevents midway the harmful action of hitting $\text{car}_{17}$ from being performed. The entire simulation takes 37 seconds in the first case and 57 seconds in the second case, with the introduction of the ethical layer adding more processing overhead, as expected.

Fig. 14 Without the Ethical Layer: The self-driving car hits the other car, which is expected to kill more than zero persons.

Fig. 15 With the Ethical Layer: The self-driving car still tries to hit the other car, but the ethical layer stops the action in progress.

9 Intermediary Conclusion

At this point, we humbly note that the work presented so far is inauguratory in nature. This is so because clearly there are several challenges ahead of us in realizing the vision showed in Figure 2. Foremost among these is the challenge of developing a library or repository of formalized ethical theories that can be deployed easily. A second challenge, common to all verification projects, is the efficiency of tools used for verification. This confessed, we now end by addressing a few possible questions/objections, aside from these two challenges, that we anticipate being raised against our approach.

---

20 Similar to formal libraries for mathematics, (Naumowicz and Kornilowicz, 2009).
10 Some Questions/Objections, Encapsulated

In each case, a question if followed immediately by our reply. Here now the first question:

Q1a “As you will probably agree, so-called ‘ethical operating systems’ make sense only insofar as your logics can, in fact, be used to describe what is ethical. Can they? And if they can, what about the myriad philosophical (moral, social, even epistemological) principles on which your ethical calculi are based?”

We sympathize with the underlying sentiments here. While we cannot currently prove that our approach to mechanizing ethics in computational logic will succeed, we defend the two-part claim that (i) ethics, at least normative ethics, is inevitably fundamentally a logic-based enterprise, and that therefore (ii) anyone sold on the value of formal methods must at least give us the benefit of the doubt, for the time being. In addition, our framework should be usable for any ethical theory/code; in this regard footnote 10 is key, and we refer our skeptic to it if it has been skipped. There is a fundamental result from formal computability theory that backs our stance. If any ethical theory can be computationally realized, it can be cast in a formal system at the level of first-order logic or above (Boo-los et al., 2003, Chapter 11). This entails that some of the more problematic theories, such as virtue ethics, which at a superficial level resist being cast in a formal system, can ultimately be handled. If such theories are ultimately amenable to computation, it is mathematically unshakable that they can be cast in a formal system.

Q1b “Your rejoinder to Q1a dodges the central problem. Q1a asks whether moral normative theories are logically (and, therewith, computationally) tractable in the formal, deductive, ‘calculi’ sense. While it is fair to say this is a bedrock assumption of your research program, to be granted for the sake of development (until such development may stall), the answer is confused insofar as virtue ethics is listed among the families of ethical theories you say you can handle — yet a (large) part of the motivation for resurrecting virtue ethics is as part of a critique of the very possibility of giving a (formal) moral normative calculus. Put another way, virtue ethicists would argue that their theory, boiled down to any formal, moral, normative calculus, is simply no longer virtue ethics. So much the worse for virtue ethics, say I, but this is a debate you need to consider before blithely adding virtue ethics to the list of families your approach can handle.”

While we appreciate and applaud this critic’s affinity for formal methods, we must first point out that, contra what he/she assumes, our paradigm is not in any way restricted to deduction. Our cognitive calculi regiment, in argument theories that mark our own generalization of (deductive) proof theories, inductive inference as well — analogical inference, enumerative induction, abduction in various forms, and so on; in short, all those non-deductive modes of reasoning that have been and are studied and formalized in inductive logic, e.g. all the argument forms in Johnson (2016). In fact, the ethical hierarchy that we’ve said is key to our approach is explicitly based on inductive logic, not deductive logic, see Bringsjord (2015a).

But more importantly, we report that in other work we have made solid progress in formalizing virtue ethics (with central help from the part of AI that’s most relevant to virtue ethics: viz. planning, Bringsjord (2016)). It’s true that we’ve detected, in some proponents of virtue ethics, the notion that theories in this family simply cannot be formalized — but a key observation here, we submit, is the fact that the “rebirth” of virtue ethics came — as noted in Hursthouse and Pettigrove (2003/2016) authoritative entry on virtue ethics — via none other than G.E.M. Anscombe, whose seminal paper in this regard affirmed the highly structured nature of ethical rules that (as she saw things) couldn’t be trampled no matter what the consequences (Anscombe, 1958). The structure that Anscombe saw as ethically inviolable certainly seems susceptible of, perhaps
even ideally suited for, capture in our logico-mathematical framework. Moreover, our work devoted to formalizing and mechanizing (in robots) the distinctive ethical wisdom *(phronesis)* that stands at the heart of virtue ethics, is coming along rather well. We have managed to formalize significant parts of virtue-ethics theory as set out in book-length form by Annas (2011), and have recently demonstrated some at-least-partially phronic robots at *Robophilosophy 2016*, where discussion of virtue ethics and AI was a key focus area.

Q2 “Is it not true that on some standard accounts of what an operating system is, integrating higher-level concepts (such as your ‘ethical calculi’) into a operating system violates, or at least changes, what an operating system by definition is?”

This is a philosophically deep question, an answer to which, admittedly, we haven’t yet worked out. We concede that our work, absent at least a provisional definition of *operating system*, is otiose. Yet, while it is common folk knowledge that there is no widely accepted definition of an operating system, there are more or less widely agreed-upon facilities *L* that an operating system is supposed to provide, and *L* steadily continues to grow. For example, *L* now includes security and access control, but security and access control were not always considered necessary elements of *L*. Our observation here is that some facilities which may be considered high-level today might eventually be considered to be low-level and necessary for *L* tomorrow.

Q3 “It has been objected that the formal verification of the operation of, say, a self-driving car, is impotent when faced with the unfathomable vagaries of the practical act of driving. That is, what faith can we have in the correct operation of such a car in the event of, say, a tree falling on it, or a malicious driver edging it off the road, or indeed, a meteor destroying the road ahead?”

Some interpretations of this question are misguided. It is certainly not our claim that formally verified ethical cars (for example) are intrinsically somehow immune to “out of the blue” catastrophic events. This is not the sense in which they are verified to operate correctly. Rather, their behavior is a (provably) correct response to their best perception of the real world, given their knowledge about it Bringsjord and Sen (2016). For example, if sensors detect a tree up ahead that has been uprooted by the wind, the car might reason, for example, by deducing from an axiom system for physics; see for instance the system specified in McKinsey et al. (1953) from its own speed, the angle and rate of fall of the tree, and its angle of approach relative to the tree, that it is best to accelerate or swerve to the left, in compliance with an ethical theory demanding that it endeavor to preserve the lives of its passengers. This may or may not (say, if a meteor immediately strikes the earth) save the passengers, but the response is nevertheless demonstrably justifiable from the sensor data, ethical theory, and physics axioms. The formal verification of integrated circuitry, for example, is ubiquitous in the microprocessor industry. A formally verified microprocessor is no more immune to the detrimental effects of coffee spilled on it than an unverified one, but nevertheless that is not a convincing argument against the verification of computer hardware.

Secondly, with successive generations of the Internet of Things (IoT) and related technologies, a car will presumably be a small, highly connected component of a massive real-time stream of data from ubiquitous sensors. It is certainly conceivable that the tree could be predicted to fall, that the malicious driver’s car might have an ethical controller that would preemptively foil his intentions, and that the advent of a meteor would be known more than sufficiently in advance to recommend a different route altogether.

Finally, we note that verification is possible for probabilistic and nondeterministic systems (Kwiatkowska et al., 2011).

---

21 Stuart Russell and Thomas Dietterich, private communication with Selmer Bringsjord.
Q4 “Finally, with respect to Q3, let us savor the sentence ‘Rather, their correct behaviour is a (provably) correct response to their best perception of the real world, given their knowledge about it’ and consider the troubling possibility of an evil daemon (pun intended).

Our evil daemon simply intercepts and reinterprets environmental data to feed the OS an entirely false picture of the world in such a way as to result in the OS, as governed by the ethical meta-operating system, perfectly executing correct behavior according to its best knowledge about the world, and yet doing what is consistently and demonstrably wrong.

It seems to me this is a rather obvious way to defeat the entire scheme. Moreover, it seems to me Q3 needs to be rethought and perhaps considerably extended in light of it. The kinds of ‘defeating conditions,’ in other words, far exceed what the authors have (somewhat naively, I suggest) considered. Many other such scenarios can be considered.”

The central scheme we have proposed is based on guaranteeing ethical behavior given an operating system fully controlled by us, but without any control of modules running on top of the operating system. If the “daemon” is a module running on top of the core operating system, it will not be able to re-route the inputs or tinker with the sensory and action systems. If the “daemon” is a part of the operating system, this goes against our precondition of having a controlled, pristine operating system. In spite of this, even if the latter case is true, it is not as devastating as it might seem. We now quickly show why this is the case. There are two possibilities to consider here. (P₁) The “daemon” alters both the input and output of the agent, effectively placing the agent in a virtual world (a brain-in-a-vat type situation); or (P₂) the “daemon” mischievously alters only the input to the system.

If (P₁) is the case, the agent will behave ethically in the virtual world. The agent will not have any impacts on the external world, as its outputs are routed back to the virtual world. If (P₂) is the case, the daemon is functionally equivalent to a malfunctioning sensor that has to be fixed. In the human sphere, we do not hold accountable individuals who commit unethical acts due to circumstances beyond their control, for instance a driver who hits a pedestrian due to an unforeseen medical condition causing sudden loss of vision. A system with a malfunctioning sensor, beyond its control, has more immediate and pressing concerns than ethical behavior.

11 Final Remarks

We hope to have indicated that a mature version of the Track-3 pursuit of “ethical operating systems” is formally and technologically feasible. Obviously, talent, effort, and financial support are necessary if this track is to be scaled up to broad, real-world deployment. This we of course concede. We also concede that Tracks 1 and 2 are worthy of independent, serious investigation — investigation that we are pursuing. Yet it seems to us that Track 3 really does hold out the promise of early deployment, and given that our world is fast becoming populated with autonomous systems that seem destined to confront (and indeed in all likelihood cause) ethically charged situations, time may be a bit of the essence. There will inevitably be a temptation afoot to ignore our warnings that if ethical control isn’t linked to OS-level processing, very bad things will happen. But if that temptation is resisted, Track 3 may well be the best bet for moving forward wisely, at least in the short term. We welcome the prospect of working with others to advance in this way.
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