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Those who fail are behaving irrationally:

Friedman, D. (1998) “Monty Hall’s Three Doors:  Construction and 
Deconstruction of a Choice Anomaly” American Economic Review 88(4): 
933–946.
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Sometimes people make decisions that seem inconsistent with rational choice 
theory.  We have a "choice anomaly" when such decisions are systematic and 
well documented.  From a few isolated examples such as the Maurice Allais 
(1953) paradox and the probability matching puzzle of William K. Estes (1954), 
the set of anomalies expanded dramatically in the last two decades, especially 
following the work of Daniel Kahneman and Amos Tversky (e.g., 1979).  By now 
the empirical literature offers dozens of interrelated anomalies documented in 
hundreds of articles and surveys (e.g., Colin F. Camerer, 1995).
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Anomalies??  You mean irrational decisions?
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Painful!
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prove it, 

Paul!
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MHP Defined
Jones has come to a game show, and finds himself thereon selected to play a game on national TV with 
the show's suave host, Full Monty.  Jones is told correctly by Full that hidden behind one of three closed, 
opaque doors facing the two of them is $1,000,000, while behind each of the other two is a feculent, 
obstreperous llama whose value on the open market is charitably pegged at $1.  Full reminds Jones that 
this is a game, and a fair one, and that if Jones ends up selecting the door with $1M behind it, all that 
money will indeed be his.  (Jones' net worth has nearly been exhausted by his expenditures in traveling 
to the show.)  Full also reminds Jones that he (= Full) knows what's behind each door, fixed in place until 
the game ends.

Full asks Jones to select which door he wants the contents of.  Jones says, "Door 1."  Full then says: 
 "Hm.  Okay.  Part of this game is my revealing at this point what's behind one of the doors you didn't 
choose.  So ... let me show you what's behind Door 3."  Door 3 opens to reveal a very unsavory llama.  
Full now to Jones:  "Do you want to switch to Door 2, or stay with Door 1?  You'll get what's behind the 
door of your choice, and our game will end."  Full looks briefly into the camera, directly.

(P1.1) What should Jones do if he's rational?  

(P1.2) Prove that your answer is correct.  (Diagrammatic proofs are allowed.)

(P1.3) A quantitative hedge fund manager with a PhD in finance from Harvard zipped this email off to 
Full before Jones made his decision re. switching or not:  "Switching would be a royal waste of time (and 
time is money!).  Jones hasn't a doggone clue what's behind Door 1 or Door 2, and it's obviously a 
50/50 chance to win whether he stands firm or switches.  So the chap shouldn't switch!"  Is the fund 
manager right?  Prove that your diagnosis is correct.

(P1.4) Can these answers and proofs be exclusively Bayesian in nature?



Any questions about how the game is played?



The Switching Policy Rational!
Proof:  Our overarching technique will be proof by cases.

We  denote the possible cases for initial distribution using a simple notation, according to 
which for example ‘LLM’ means that,  there is a lama behind Door 1, a llama behind Door 2, 
and the million dollars behind Door 3.  With this notation in hand, our three starting cases are:  
Case 1:  MLL; Case 2:  LML; Case 3:  LLM.   There are only three top-level cases for distribution.  
The odds of picking at the start the million-dollar door is 1/3, obviously — for each case.  
Hence we know that the odds of a HOLD policy winning is 1/3.

Now we proceed in a proof by sub-cases under the three cases above, to show that the overall 
odds of a SWITCH policy is greater than 1/3.  Each sub-case is simply based on what the initial 
choice by Jones is, under one of the three main cases.  Here we go:

Suppose Case 3, LLM, holds, and that [this (Case 3.1) is the first of three sub-cases under Case 
3] Jones picks Door 1.  Then FM must reveal Door 2 to reveal a llama.  Switching to Door 3 
wins, guaranteed.  In sub-case 3.2 suppose that J’s choice Door 2.  Then FM will reveal Door 1.  
Again, switching to Door 3 wins, guaranteed.  In the final sub-case, J initially selects Door 3 
under Case 3; this is sub-case 3.3.  Here, FM shows either Door 1 or Door 2 (as itself a 
random choice).  This time switching loses, guaranteed.  Hence, in two of the sub-cases out of 
three (2/3), winning is guaranteed (prob of 1).  An exactly parallel result can be deduced for 
Case 2 and Case 1; i.e., in each of these two, in two of the three (2/3) sub-cases winning is 1.  
Hence the odds of winning by following the switching policy is 2/3, which is greater than 1/3.  
Hence it’s rational to be a switcher.  QED


