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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]
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always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]
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Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
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included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).

Proof that if there is a body b whose 
wordline for observer m passes through 
point p but not through q or through q 
but not through p, then the events 
observed by m at p and q are different.

The theorem

m observes that there is a 
body which passes through p 
but not through q or through 
q but not through p.

There is a point z reachable  at 
the speed of light from p but 
not from q for observer m.

∀ intro ✓

→ intro ✓

∃ elim ✓

↔ elim ✓

∧ elim ✓

∀ elim ✓

∀ elim ✓

→ elim ✓

→ elim ✓

∧ intro ✓

∧ elim ✓

¬ intro ✓

↔ elim ✓

∀ elim ✓

∀ elim ✓

∀ elim ✓

→ elim  ✓

∧ elim ✓

¬ intro ✓

∃ intro ✓

∧ intro ✓

∧ elim ✓

∧ elim  ✓

¬ intro ✓

∨ intro ✓

∨ elim  ✓

∧ elim ✓

↔  elim  ✓

↔  elim  ✓

↔ elim ✓

↔ elim ✓

∀ elim ✓

∀ elim ✓

∀  elim  ✓

↔ elim ✓

∀ elim ✓

= elim ✓

↔ intro ✓

∧ elim ✓

¬ intro ✓

∧ elim ✓

↔  elim  ✓

∧ elim ✓

¬ intro ✓

→ intro ✓

∃  elim  ✓

∀ elim ✓

∀ elim ✓

∀ elim ✓

→ elim  ✓

→ intro ✓

∀ intro ✓

∀  intro ✓

42. speed(p,z) = c(m)
{41}

46. speed(z,q) ≠ c(m)
{41}

37. ∀x,y (IOb(m) → (∃s (Ph(s) ∧ W(m,s,x) ∧ W(m,s,y)) ↔ (speed(x,y) = c(m))))
{AxPh}

45. W(m,b,p)
{44}

44. Ph(b) ∧ W(m,b,p) ∧ W(m,b,z)
{44} Assume ✓

AxPh. ∀m,x,y (IOb(m) → (∃s (Ph(s) ∧ W(m,s,x) ∧ W(m,s,y)) ↔ (speed(x,y) = c(m))))
{AxPh} Assume ✓

65. ev(m,p) ≠ ev(m,q)
{31,36,AxPh,Definition-Event-P,From AxFd}

66. p ≠ q → ev(m,p) ≠ ev(m,q)
{36,AxPh,Definition-Event-P,From AxFd}

68. ∀y (IOb(m) → (p ≠ y → ev(m,p) ≠ ev(m,y)))
{AxPh,Definition-Event-P,From AxFd}

69. ∀x,y (IOb(m) → (x ≠ y → ev(m,x) ≠ ev(m,y)))
{AxPh,Definition-Event-P,From AxFd}

67. IOb(m) → (p ≠ q → ev(m,p) ≠ ev(m,q))
{AxPh,Definition-Event-P,From AxFd}

Definition-Event-P. ∀m,b,x (In(b,ev(m,x)) ↔ W(m,b,x))
{Definition-Event-P} Assume ✓

7. ∀x (In(b,ev(m,x)) ↔ W(m,b,x))
{Definition-Event-P}

6. ∀b,x (In(b,ev(m,x)) ↔ W(m,b,x))
{Definition-Event-P}

9. In(b,ev(m,q)) ↔ W(m,b,q)
{Definition-Event-P}

12. W(m,b,q)
{12} Assume ✓

14. W(m,b,p)
{10,12,Definition-Event-P}

17. W(m,b,q)
{10,15,Definition-Event-P}

13. In(b,ev(m,p))
{10,12,Definition-Event-P}

8. In(b,ev(m,p)) ↔ W(m,b,p)
{Definition-Event-P}

18. W(m,b,p) ↔ W(m,b,q)
{10,Definition-Event-P}

19. W(m,b,p) ∧ ¬W(m,b,q)
{19} Assume ✓

27. W(m,b,p)
{10,24,Definition-Event-P}

23. ev(m,p) ≠ ev(m,q)
{19,Definition-Event-P}

22. W(m,b,q)
{10,19,Definition-Event-P}

21. ¬W(m,b,q)
{19}

25. ¬W(m,b,p)
{24}

28. ev(m,p) ≠ ev(m,q)
{24,Definition-Event-P}

26. W(m,b,q)
{24}

24. ¬W(m,b,p) ∧ W(m,b,q)
{24} Assume ✓

29. ev(m,p) ≠ ev(m,q)
{5,Definition-Event-P}

5. (W(m,b,p) ∧ ¬W(m,b,q)) ∨ (¬W(m,b,p) ∧ W(m,b,q))
{5} Assume ✓

30. ((W(m,b,p) ∧ ¬W(m,b,q)) ∨ (¬W(m,b,p) ∧ W(m,b,q))) → ev(m,p) ≠ ev(m,q)
{Definition-Event-P}

64. ev(m,p) ≠ ev(m,q)
{36,41,AxPh,Definition-Event-P}

41. (speed(p,z) = c(m)) ∧ speed(z,q) ≠ c(m)
{41} Assume ✓

61. W(m,b,p) ∧ ¬W(m,b,q)
{36,41,44,AxPh}

59. Ph(b) ∧ W(m,b,z) ∧ W(m,b,q)
{44,56}

11. In(b,ev(m,p)) ↔ W(m,b,q)
{10,Definition-Event-P}

16. In(b,ev(m,p))
{15,Definition-Event-P}

15. W(m,b,p)
{15} Assume ✓

10. ev(m,p) = ev(m,q)
{10} Assume ✓

20. W(m,b,p)
{19}

50. ¬∃s (Ph(s) ∧ W(m,s,z) ∧ W(m,s,q))
{36,41,AxPh}

55. ¬(Ph(b) ∧ W(m,b,z) ∧ W(m,b,q))
{36,41,AxPh}

54. ∃s (Ph(s) ∧ W(m,s,z) ∧ W(m,s,q))
{53}

53. Ph(b) ∧ W(m,b,z) ∧ W(m,b,q)
{53} Assume ✓

43. ∃s (Ph(s) ∧ W(m,s,p) ∧ W(m,s,z))
{36,41,AxPh}

40. ∃s (Ph(s) ∧ W(m,s,p) ∧ W(m,s,z)) ↔ (speed(p,z) = c(m))
{36,AxPh}

39. IOb(m) → (∃s (Ph(s) ∧ W(m,s,p) ∧ W(m,s,z)) ↔ (speed(p,z) = c(m)))
{AxPh}

38. ∀y (IOb(m) → (∃s (Ph(s) ∧ W(m,s,p) ∧ W(m,s,y)) ↔ (speed(p,y) = c(m))))
{AxPh}

36. IOb(m)
{36} Assume ✓

52. speed(z,q) = c(m)
{36,51,AxPh}

49. ∃s (Ph(s) ∧ W(m,s,z) ∧ W(m,s,q)) ↔ (speed(z,q) = c(m))
{36,AxPh}

51. ∃s (Ph(s) ∧ W(m,s,z) ∧ W(m,s,q))
{51} Assume ✓

48. IOb(m) → (∃s (Ph(s) ∧ W(m,s,z) ∧ W(m,s,q)) ↔ (speed(z,q) = c(m)))
{AxPh}

47. ∀y (IOb(m) → (∃s (Ph(s) ∧ W(m,s,z) ∧ W(m,s,y)) ↔ (speed(z,y) = c(m))))
{AxPh}

58. W(m,b,z)
{44}57. Ph(b)

{44}

56. W(m,b,q)
{56} Assume ✓

62. (W(m,b,p) ∧ ¬W(m,b,q)) ∨ (¬W(m,b,p) ∧ W(m,b,q))
{36,41,44,AxPh}

63. ev(m,p) ≠ ev(m,q)
{36,41,44,AxPh,Definition-Event-P}

35. ∃z ((speed(p,z) = c(m)) ∧ speed(z,q) ≠ c(m))
{31,From AxFd}

60. ¬W(m,b,q)
{36,41,44,AxPh}

31. p ≠ q
{31} Assume ✓

34. p ≠ q → ∃z ((speed(p,z) = c(m)) ∧ speed(z,q) ≠ c(m))
{From AxFd}

33. ∀y (p ≠ y → ∃z ((speed(p,z) = c(m)) ∧ speed(z,y) ≠ c(m)))
{From AxFd}

32. ∀x,y (x ≠ y → ∃z ((speed(x,z) = c(m)) ∧ speed(z,y) ≠ c(m)))
{From AxFd}

From AxFd. ∀m,x,y (x ≠ y → ∃z ((speed(x,z) = c(m)) ∧ speed(z,y) ≠ c(m)))
{From AxFd} Assume ✓

Neat. ∀m,x,y (IOb(m) → (x ≠ y → ev(m,x) ≠ ev(m,y)))
{AxPh,Definition-Event-P,From AxFd}

Figure 3: Manual Proof in Slate of Neat6
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]

1

Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).

Theorem:  NTFLIO
(deduced from SpecRel)

Proof that if there is a body b whose 
wordline for observer m passes through 
point p but not through q or through q 
but not through p, then the events 
observed by m at p and q are different.

The theorem

m observes that there is a 
body which passes through p 
but not through q or through 
q but not through p.

There is a point z reachable  at 
the speed of light from p but 
not from q for observer m.

∀ intro ✓

→ intro ✓

∃ elim ✓

↔ elim ✓

∧ elim ✓

∀ elim ✓

∀ elim ✓

→ elim ✓

→ elim ✓

∧ intro ✓

∧ elim ✓

¬ intro ✓

↔ elim ✓

∀ elim ✓

∀ elim ✓

∀ elim ✓

→ elim  ✓

∧ elim ✓

¬ intro ✓

∃ intro ✓

∧ intro ✓

∧ elim ✓

∧ elim  ✓

¬ intro ✓

∨ intro ✓

∨ elim  ✓

∧ elim ✓

↔  elim  ✓

↔  elim  ✓

↔ elim ✓

↔ elim ✓

∀ elim ✓

∀ elim ✓

∀  elim  ✓

↔ elim ✓

∀ elim ✓

= elim ✓

↔ intro ✓

∧ elim ✓

¬ intro ✓

∧ elim ✓

↔  elim  ✓

∧ elim ✓

¬ intro ✓

→ intro ✓

∃  elim  ✓

∀ elim ✓

∀ elim ✓

∀ elim ✓

→ elim  ✓

→ intro ✓

∀ intro ✓

∀  intro ✓

42. speed(p,z) = c(m)
{41}

46. speed(z,q) ≠ c(m)
{41}

37. ∀x,y (IOb(m) → (∃s (Ph(s) ∧ W(m,s,x) ∧ W(m,s,y)) ↔ (speed(x,y) = c(m))))
{AxPh}

45. W(m,b,p)
{44}

44. Ph(b) ∧ W(m,b,p) ∧ W(m,b,z)
{44} Assume ✓

AxPh. ∀m,x,y (IOb(m) → (∃s (Ph(s) ∧ W(m,s,x) ∧ W(m,s,y)) ↔ (speed(x,y) = c(m))))
{AxPh} Assume ✓

65. ev(m,p) ≠ ev(m,q)
{31,36,AxPh,Definition-Event-P,From AxFd}

66. p ≠ q → ev(m,p) ≠ ev(m,q)
{36,AxPh,Definition-Event-P,From AxFd}

68. ∀y (IOb(m) → (p ≠ y → ev(m,p) ≠ ev(m,y)))
{AxPh,Definition-Event-P,From AxFd}

69. ∀x,y (IOb(m) → (x ≠ y → ev(m,x) ≠ ev(m,y)))
{AxPh,Definition-Event-P,From AxFd}

67. IOb(m) → (p ≠ q → ev(m,p) ≠ ev(m,q))
{AxPh,Definition-Event-P,From AxFd}

Definition-Event-P. ∀m,b,x (In(b,ev(m,x)) ↔ W(m,b,x))
{Definition-Event-P} Assume ✓

7. ∀x (In(b,ev(m,x)) ↔ W(m,b,x))
{Definition-Event-P}

6. ∀b,x (In(b,ev(m,x)) ↔ W(m,b,x))
{Definition-Event-P}

9. In(b,ev(m,q)) ↔ W(m,b,q)
{Definition-Event-P}

12. W(m,b,q)
{12} Assume ✓

14. W(m,b,p)
{10,12,Definition-Event-P}

17. W(m,b,q)
{10,15,Definition-Event-P}

13. In(b,ev(m,p))
{10,12,Definition-Event-P}

8. In(b,ev(m,p)) ↔ W(m,b,p)
{Definition-Event-P}

18. W(m,b,p) ↔ W(m,b,q)
{10,Definition-Event-P}

19. W(m,b,p) ∧ ¬W(m,b,q)
{19} Assume ✓

27. W(m,b,p)
{10,24,Definition-Event-P}

23. ev(m,p) ≠ ev(m,q)
{19,Definition-Event-P}

22. W(m,b,q)
{10,19,Definition-Event-P}

21. ¬W(m,b,q)
{19}

25. ¬W(m,b,p)
{24}

28. ev(m,p) ≠ ev(m,q)
{24,Definition-Event-P}

26. W(m,b,q)
{24}

24. ¬W(m,b,p) ∧ W(m,b,q)
{24} Assume ✓

29. ev(m,p) ≠ ev(m,q)
{5,Definition-Event-P}

5. (W(m,b,p) ∧ ¬W(m,b,q)) ∨ (¬W(m,b,p) ∧ W(m,b,q))
{5} Assume ✓

30. ((W(m,b,p) ∧ ¬W(m,b,q)) ∨ (¬W(m,b,p) ∧ W(m,b,q))) → ev(m,p) ≠ ev(m,q)
{Definition-Event-P}

64. ev(m,p) ≠ ev(m,q)
{36,41,AxPh,Definition-Event-P}

41. (speed(p,z) = c(m)) ∧ speed(z,q) ≠ c(m)
{41} Assume ✓

61. W(m,b,p) ∧ ¬W(m,b,q)
{36,41,44,AxPh}

59. Ph(b) ∧ W(m,b,z) ∧ W(m,b,q)
{44,56}

11. In(b,ev(m,p)) ↔ W(m,b,q)
{10,Definition-Event-P}

16. In(b,ev(m,p))
{15,Definition-Event-P}

15. W(m,b,p)
{15} Assume ✓

10. ev(m,p) = ev(m,q)
{10} Assume ✓

20. W(m,b,p)
{19}

50. ¬∃s (Ph(s) ∧ W(m,s,z) ∧ W(m,s,q))
{36,41,AxPh}

55. ¬(Ph(b) ∧ W(m,b,z) ∧ W(m,b,q))
{36,41,AxPh}

54. ∃s (Ph(s) ∧ W(m,s,z) ∧ W(m,s,q))
{53}

53. Ph(b) ∧ W(m,b,z) ∧ W(m,b,q)
{53} Assume ✓

43. ∃s (Ph(s) ∧ W(m,s,p) ∧ W(m,s,z))
{36,41,AxPh}

40. ∃s (Ph(s) ∧ W(m,s,p) ∧ W(m,s,z)) ↔ (speed(p,z) = c(m))
{36,AxPh}

39. IOb(m) → (∃s (Ph(s) ∧ W(m,s,p) ∧ W(m,s,z)) ↔ (speed(p,z) = c(m)))
{AxPh}

38. ∀y (IOb(m) → (∃s (Ph(s) ∧ W(m,s,p) ∧ W(m,s,y)) ↔ (speed(p,y) = c(m))))
{AxPh}

36. IOb(m)
{36} Assume ✓

52. speed(z,q) = c(m)
{36,51,AxPh}

49. ∃s (Ph(s) ∧ W(m,s,z) ∧ W(m,s,q)) ↔ (speed(z,q) = c(m))
{36,AxPh}

51. ∃s (Ph(s) ∧ W(m,s,z) ∧ W(m,s,q))
{51} Assume ✓

48. IOb(m) → (∃s (Ph(s) ∧ W(m,s,z) ∧ W(m,s,q)) ↔ (speed(z,q) = c(m)))
{AxPh}

47. ∀y (IOb(m) → (∃s (Ph(s) ∧ W(m,s,z) ∧ W(m,s,y)) ↔ (speed(z,y) = c(m))))
{AxPh}

58. W(m,b,z)
{44}57. Ph(b)

{44}

56. W(m,b,q)
{56} Assume ✓

62. (W(m,b,p) ∧ ¬W(m,b,q)) ∨ (¬W(m,b,p) ∧ W(m,b,q))
{36,41,44,AxPh}

63. ev(m,p) ≠ ev(m,q)
{36,41,44,AxPh,Definition-Event-P}

35. ∃z ((speed(p,z) = c(m)) ∧ speed(z,q) ≠ c(m))
{31,From AxFd}

60. ¬W(m,b,q)
{36,41,44,AxPh}

31. p ≠ q
{31} Assume ✓

34. p ≠ q → ∃z ((speed(p,z) = c(m)) ∧ speed(z,q) ≠ c(m))
{From AxFd}

33. ∀y (p ≠ y → ∃z ((speed(p,z) = c(m)) ∧ speed(z,y) ≠ c(m)))
{From AxFd}

32. ∀x,y (x ≠ y → ∃z ((speed(x,z) = c(m)) ∧ speed(z,y) ≠ c(m)))
{From AxFd}

From AxFd. ∀m,x,y (x ≠ y → ∃z ((speed(x,z) = c(m)) ∧ speed(z,y) ≠ c(m)))
{From AxFd} Assume ✓

Neat. ∀m,x,y (IOb(m) → (x ≠ y → ev(m,x) ≠ ev(m,y)))
{AxPh,Definition-Event-P,From AxFd}

Figure 3: Manual Proof in Slate of Neat6
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]
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always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.
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Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).

Theorem:  NTFLIO
(deduced from SpecRel)
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included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax
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initiates : Event⇥Fluent⇥Moment ! Boolean
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included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.
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Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]
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Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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⇤ : Agent ! Self
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t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=
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P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)
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C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]
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K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]
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[R5 ]
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[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
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[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]
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always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.
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Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are
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Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]

1

Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]
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Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]
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Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]

1

Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]

1

Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]
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Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.
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action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
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Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are
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Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]
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always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.
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S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]
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O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]

1

Fig. 1. DCEC ⇤Syntax and Rules of Inference
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Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
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included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]

1

Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]

1

Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]

1

Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]

1

Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).

1666

Leibniz

“Universal Computational 
Logic”

1956

Logic Theorist
(birth of modern 

logicist AI)
(birth of agent-based/

behavioral econ)

Simon

1.5 centuries < Boole

CC

1854



2019

Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]

1

Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]

1

Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]
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Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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Syntax

S ::=
Object | Agent | Self @ Agent | ActionType | Action v Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^y | f_y |

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t0)) | I(a, t,happens(action(a⇤ ,a), t0))

O(a, t,f,happens(action(a⇤ ,a), t0))

Rules of Inference

C(t,P(a, t,f)! K(a, t,f))
[R1 ]

C(t,K(a, t,f)! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2))! K(a, t2 ,f1)! K(a, t3 ,f2)
[R5 ]

C(t,B(a, t1 ,f1 ! f2))! B(a, t2 ,f1)! B(a, t3 ,f2)
[R6 ]

C(t,C(t1 ,f1 ! f2))! C(t2 ,f1)! C(t3 ,f2)
[R7 ]

C(t,8x. f ! f[x 7! t])
[R8 ]

C(t,f1 $ f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f]! [f1 ! . . .! fn ! y])
[R10 ]

B(a, t,f) f ! y

B(a, t,y)
[R11a ]

B(a, t,f) B(a, t,y)

B(a, t,y^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t0))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t0)))

O(a, t,f,happens(action(a⇤ ,a), t0))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t0)))
[R14 ]

f $ y

O(a, t,f,g)$ O(a, t,y,g)
[R15 ]

1

3

always position some particular work he and likeminded collaborators
are undertaking within a view of logic that allows a particular
logical system to be positioned relative to three dimensions, which
correspond to the three arrows shown in Figure 2. We have positioned
DCEC ⇤within Figure 2; it’s location is indicated by the black dot
therein, which the reader will note is quite far down the dimension
of increasing expressivity that ranges from expressive extensional
logics (e.g., FOL and SOL), to logics with intensional operators for
knowledge, belief, and obligation (so-called philosophical logics; for
an overview, see Goble 2001). Intensional operators like these are
first-class elements of the language for DC EC ⇤. This language is
shown in Figure 1.

Syntax

S ::=
Object | Agent | Self � Agent | ActionType | Action � Event |

Moment | Boolean | Fluent | Numeric

f ::=

action : Agent⇥ActionType ! Action

initially : Fluent ! Boolean

holds : Fluent⇥Moment ! Boolean

happens : Event⇥Moment ! Boolean

clipped : Moment⇥Fluent⇥Moment ! Boolean

initiates : Event⇥Fluent⇥Moment ! Boolean

terminates : Event⇥Fluent⇥Moment ! Boolean

prior : Moment⇥Moment ! Boolean

interval : Moment⇥Boolean

⇤ : Agent ! Self

payoff : Agent⇥ActionType⇥Moment ! Numeric

t ::= x : S | c : S | f (t1 , . . . , tn)

f ::=

t : Boolean | ¬f | f^� | f�� | 8x : S. f | �x : S. f

P(a, t,f) | K(a, t,f) | C(t,f) | S(a,b, t,f) | S(a, t,f)

B(a, t,f) | D(a, t,holds( f , t�)) | I(a, t,happens(action(a⇤ ,a), t�))

O(a, t,f,happens(action(a⇤ ,a), t�))

Rules of Inference

C(t,P(a, t,f) ! K(a, t,f))
[R1 ]

C(t,K(a, t,f) ! B(a, t,f))
[R2 ]

C(t,f) t  t1 . . . t  tn

K(a1 , t1 , . . .K(an , tn ,f) . . .)
[R3 ]

K(a, t,f)

f
[R4 ]

C(t,K(a, t1 ,f1 ! f2) ! K(a, t2 ,f1) ! K(a, t3 ,f3))
[R5 ]

C(t,B(a, t1 ,f1 ! f2) ! B(a, t2 ,f1) ! B(a, t3 ,f3))
[R6 ]

C(t,C(t1 ,f1 ! f2) ! C(t2 ,f1) ! C(t3 ,f3))
[R7 ]

C(t,8x. f ! f[x �! t])
[R8 ]

C(t,f1 � f2 ! ¬f2 ! ¬f1)
[R9 ]

C(t, [f1 ^ . . .^fn ! f] ! [f1 ! . . . ! fn ! �])
[R10 ]

B(a, t,f) B(a, t,f ! �)

B(a, t,�)
[R11a ]

B(a, t,f) B(a, t,�)

B(a, t,�^f)
[R11b ]

S(s,h, t,f)

B(h, t,B(s, t,f))
[R12 ]

I(a, t,happens(action(a⇤ ,a), t�))

P(a, t,happens(action(a⇤ ,a), t))
[R13 ]

B(a, t,f) B(a, t,O(a⇤ , t,f,happens(action(a⇤ ,a), t�)))

O(a, t,f,happens(action(a⇤ ,a), t�))

K(a, t,I(a⇤ , t,happens(action(a⇤ ,a), t�)))
[R14 ]

f � �

O(a, t,f,�) � O(a, t,�,�)
[R15 ]
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Fig. 1. DCEC ⇤Syntax and Rules of Inference

Fig. 2. Locating DCEC ⇤in “Three-Ray” Leibnizian Universe

The final layer in our hierarchy is built upon an even more expres-
sive logic: DC EC ⇤

CL. The subscript here indicates that distinctive
elements of the branch of logic known as conditional logic are

U

ADR M

DCEC ⇤

DCEC ⇤
CL

Moral/Ethical Stack

Robotic Stack

Fig. 3. Pictorial Overview of the Situation Now The first layer, U, is, as
said in the main text, inspired by UIMA; the second layer is based on what
we call analogico-deductive reasoning for ethics; the third on the “deontic
cognitive event calculus” with a indirect indexical; and the fourth like the
third except that the logic in question includes aspects of conditional logic.
(Robot schematic from Aldebaran Robotics’ user manual for Nao. The RAIR
Lab has a number of Aldebaran’s impressive Nao robots.)

included.8 Without these elements, the only form of a conditional
used in our hierarchy is the material conditional; but the material
conditional is notoriously inexpressive, as it cannot represent coun-
terfactuals like:

If the robot had been more empathetic, Officer Smith would have thrived.

While elaborating on this architecture or any of the four layers
is beyond the scope of the paper, we do note that DCEC ⇤(and a
fortiori DCEC ⇤

CL) has facilities for representing and reasoning over
modalities and self-referential statements that no other computational
logic enjoys; see (Bringsjord & Govindarajulu 2013) for a more in-
depth treatment.

B. Augustinian Definition, Formal Version
We view a robot abstractly as a robotic substrate rs on which we
can install modules {m1,m2, . . . ,mn}. The robotic substrate rs would
form an immutable part of the robot and could neither be removed
nor modified. We can think of rs as akin to an “operating system”
for the robot. Modules correspond to functionality that can be added
to robots or removed from them. Associated with each module mi
is a knowledge-base KBmi that represents the module. The substrate
also has an associated knowledge-base KBrs. Perhaps surprisingly,
we don’t stipulate that the modules are logic-based; the modules
could internally be implemented using computational formalisms (e.g.
neural networks, statistical AI) that at the surface level seem far away
from formal logic. No matter what the underlying implementation of
a module is, if we so wished we could always talk about modules
in formal-logic terms.9 This abstract view lets us model robots that

8Though written rather long ago, (Nute 1984) is still a wonderful intro-
duction to the sub-field in formal logic of conditional logic. In the final
analysis, sophisticated moral reasoning can only be accurately modeled for
formal logics that include conditionals much more expressive and nuanced
than the material conditional. (Reliance on conditional branching in standar
programming languages is nothing more than reliance upon the material
conditional.) For example, even the well-known trolley-problem cases (in
which, to save multiple lives, one can either redirect a train, killing one
person in the process, or directly stop the train by throwing someone in front
of it), which are not exactly complicated formally speaking, require, when
analyzed informally but systematically, as indicated e.g. by Mikhail (2011),
counterfactuals.

9This stems from the fact that theorem proving in just first-order logic is
enough to simulate any Turing-level computation; see e.g. (Boolos, Burgess
& Jeffrey 2007, Chapter 11).
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And five simple Boolean connectives:

not ¬ and ^ or (inclusive) _ if ... then ... ! ... if and only if ... $



Wason Selection Task

E T 4 7

Suppose I claim that the following rule is true.

If a card has a vowel on one side, it has an even number on
the other side.

Which card or cards should you turn over in order to try to decide
whether the rule is true or false?
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Or test.  For an overview of Psychometric AI, see:
http://www.tandfonline.com/doi/pdf/10.1080/0952813X.2010.502314

http://www.tandfonline.com/doi/pdf/10.1080/0952813X.2010.502314
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h�,⇡i h↵, argument/proof i
Today’s machine-learning 
systems are 
fundamentally incapable 
of providing the 
argument/proof.

https://www.darpa.mil/program/explainable-artificial-intelligence

https://www.darpa.mil/program/explainable-artificial-intelligence
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Contrarian view on animal minds in Nat. Geo.:
http://ngm.nationalgeographic.com/2008/03/animal-minds/virginia-morell-text
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h�,⇡i h↵, argument/proof i

Contrarian view on animal minds in Nat. Geo.:
http://ngm.nationalgeographic.com/2008/03/animal-minds/virginia-morell-text

Ok, so where’s the proof (or at leas the compelling argument)?

http://ngm.nationalgeographic.com/2008/03/animal-minds/virginia-morell-text
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Suppose I claim that the following rule is true.

If a card has a vowel on one side, it has an even number on
the other side.

Which card or cards should you turn over in order to try to decide
whether the rule is true or false?

c1 c2 c3 c4

Proposition 1:  You should flip c1!

Proof:  Were you to flip c1, there are two and only two 
general cases that might appear before your eyes:  you find an 
odd number; or else you find an even number.  Well, if you 
find an odd number, you can stop, because the rule in question 
would then be refuted (since you have a case where the 
antecedent (vowel on one side) holds, but the consequent 
(even number on the other side) doesn’t.  Since this might 
well happen for all you know, you should flip over c1.  QED
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If a card has a vowel on one side, it has an even number on
the other side.

Which card or cards should you turn over in order to try to decide
whether the rule is true or false?

c1 c2 c3 c4

Proposition 2:  You should flip c4!

Proof:  Were you to flip c4, there are two and only two 
general cases that might appear before your eyes:  you find a 
vowel; or else you find a consonant.  Well, if you find a vowel, 
you can stop, because the rule in question would then be 
refuted (since you have a case where the antecedent (vowel 
on one side) holds, but the consequent (even number on the 
other side) doesn’t.  Since this might well happen for all you 
know, you should flip over c4.  QED
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Suppose I claim that the following rule is true.

If a card has a vowel on one side, it has an even number on
the other side.

Which card or cards should you turn over in order to try to decide
whether the rule is true or false?

c1 c2 c3 c4

Proposition 2:  You should flip c4!

Proof:  Were you to flip c4, there are two and only two 
general cases that might appear before your eyes:  you find a 
vowel; or else you find a consonant.  Well, if you find a vowel, 
you can stop, because the rule in question would then be 
refuted (since you have a case where the antecedent (vowel 
on one side) holds, but the consequent (even number on the 
other side) doesn’t.  Since this might well happen for all you 
know, you should flip over c4.  QED

Proposition 3:  You should not flip c2!

Proposition 4:  You should not flip c3!?
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Given the statements

¬a ∨ ¬b
b
c → a

which one of the following statements must also be true?

c
¬b
¬c
h
a
none of the above

Proposition:  The correct answer is ¬c.

Proof:  We are given that b; that’s the second statement.  
Well, if b holds, then ¬b doesn’t hold.  The first statement tells 
us that either ¬a or ¬b.  So from this and the derived 
proposition that ¬b doesn’t hold we can infer ¬a.  (If you 
know P or Q, and you know not-Q, you immediately know P; 
this inference rule is called disjunctive syllogism.)  But from ¬a 
and c → a we can deduce that c can’t be the case; i.e., we can 
deduce ¬c.  (This last inference is sanctioned by the rule of 
inference called modus tollens.)  QED
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Explosion Rule!
p ^ ¬p

q
Easy peasy to prove in Rosen:

(1) p ^ ¬p Premise
(2) p Simplification using (1)
(3) p _ q Addition using (2)
(4) ¬p Simplification using (1)
(5) q Disjunctive Syllogism using (3) and (4)
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Homework 1:  Prove that the 
answer to this problem is indeed “all 
of the above,” using tools provided 
to you in the present slide deck.



Proposition:  The answer is “all of the above.”

Proof:  We know from the rule of inference explosion that 
everything follows from a contradiction, so we simply need to 
find a contradiction in the given statements.  We do so as 
follows.  We already have ~d by DeMorgan’s Law, as indicated 
on the previous slide.  On that slide, we also have c from the 
first statement.  This, combined with the second given, yields by 
modus ponens a in one step.  Next, by disjunctive syllogism we 
have b from a and ~a v b.   Another use of modus ponens with 
b and b => d gives d, and we have our contradiction.    QED

Homework 1 Solution



“NYS 2”

Which one of the following statements is logically equivalent to the
following statement:  “If you are not part of the solution, then you
are part of the problem.”

If you are part of the solution, then you are not part of the problem.

If you are not part of the problem, then you are part of the solution.

If you are part of the problem, then you are not part of the solution.

If you are not part of the problem, then you are not part of the
solution.
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Which one of the following statements is logically equivalent to the
following statement:  “If you are not part of the solution, then you
are part of the problem.”

If you are part of the solution, then you are not part of the problem.

If you are not part of the problem, then you are part of the solution.

If you are part of the problem, then you are not part of the solution.

If you are not part of the problem, then you are not part of the
solution.

Homework 2:  Prove that the 
answer to this problem is indeed the 
second option, using tools provided 
to you in the present slide deck.



Proposition:  The answer is the second option.

Proof:  From a conditional P => Q it can be immediately 
deduced that ~Q => ~P (and vice versa) by the rule of 
inference contrapositive, and contrapositive applied to the given 
statement yield the second option in one step.  Now we 
obtain contrapositive itself.  Suppose that a given conditional P 
=> Q holds, and suppose as well that ~Q holds.  We are done 
when we can deduce ~P from what we now have to work 
with, and what’s available to us in the present slide deck.  The 
rule of inference modus tollens allows us to infer ~P in one 
step from P => Q and ~Q.   QED

Homework 2 Solution
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The Original King-Ace

Suppose that the following premise is true:

If there is a king in the hand, then there is an ace
in the hand, or else if there isn’t a king in the hand,
then there is an ace.

What can you infer from this premise?
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King-Ace 2

Suppose that the following premise is true:

If there is a king in the hand, then there is an ace 
in the hand; or if there isn’t a king in the hand, 
then there is an ace; but not both of these if-then 
statements are true.

What can you infer from this premise?
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King-Ace Solved
Proposition:  There is not an ace in the hand.

Proof:  We know that at least one of the if-thens (i.e., at least one of the 
conditionals) is false.  We know this because we are told that either 
the first if-then holds, or the second if-then holds, but not both.

So we have two cases to consider, viz., that K → A is false, and (the other 
case) that ¬K → A is false.  (→ is the same as the arrow we have used.)

Take first the first case; accordingly, suppose that K → A is false.  Then it 
follows that K is true (since, when a conditional is false, its antecedent 
holds but its consequent doesn’t), and A is false; i.e., ¬A.

Now consider the second case, which consists in ¬K → A being false.  
Here, in a direct parallel, we know ¬K and, once again, since the 
consequent of the conditional must be false, ¬A.  

In both of our two cases, which are exhaustive, there is no ace in the 
hand.  The proposition is established.  QED
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Proof:  We know that at least one of the if-thens (i.e., at least one of the 
conditionals) is false.  We know this because we are told that either 
the first if-then holds, or the second if-then holds, but not both.

So we have two cases to consider, viz., that K → A is false, and (the other 
case) that ¬K → A is false.  (→ is the same as the arrow we have used.)

Take first the first case; accordingly, suppose that K → A is false.  Then it 
follows that K is true (since, when a conditional is false, its antecedent 
holds but its consequent doesn’t), and A is false; i.e., ¬A.

Now consider the second case, which consists in ¬K → A being false.  
Here, in a direct parallel, we know ¬K and, once again, since the 
consequent of the conditional must be false, ¬A.  

In both of our two cases, which are exhaustive, there is no ace in the 
hand.  The proposition is established.  QED

Homework 3:  Study to understand.





Yours soon?



“Show-me-the-$” Problem (AI Version)
 If one of the following assertions is true then so is the other:

(1) If there is an apple in the cup then there is a battery in the 
cup; and, if there is a battery in the cup then there is an apple in 
the cup.

(2) There is an apple in the cup.

Which is more likely to be in the cup, if either:  the apple or the 
battery?



“Show-me-the-$” Problem (AI Version)
 If one of the following assertions is true then so is the other:

(1) If there is an apple in the cup then there is a battery in the 
cup; and, if there is a battery in the cup then there is an apple in 
the cup.

(2) There is an apple in the cup.

Which is more likely to be in the cup, if either:  the apple or the 
battery?

Now class, here’s a robot.  Notice the cup next to it.  The robot has been 
programmed in a simple way:  the code consists of three conditional statements:  
(1) If the answer to the problem above is “apple,” place only an apple in the empty 
cup.  (2)  If the answer to the above problem is “battery,” place only a battery in the 
empty cup.   (3)  If the answer is that neither is more likely to be in the cup, leave 
the cup empty.  Earlier, this code was executed and the robot performed 
accordingly (having before this assimilated and solved the above problem).  So:  Tell 
me, assuming that the code all worked perfectly, what’s in the cup, if anything!  If 
you’re right, and can prove that you are, here’s a $20 for you, on the spot.


