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Abstract

Given what we find in the case of human cognition. the following principle appears to be qune
plausible: An artificial agent that 1s both autonomous (A) and creative (C) will tend to be. from

After brie ¥ oexpd

the viewpoint of a rational, fully informed agent, (U] untrustw
the intuitive, interpal structure of this disturbing principle, in tl
we provide a more formal rendition of it designed to apply to the realm of me

agents., The more-formal version makes wse of some of the basie structures avadlshle in one of

our cognitive-event caleuli, and can be expressed as a (confessedly for ressons explaiped
naive) theorem. We prove the theorem, and provide simple demonstrations of it in action wsang
a novel theorem prover (ShadowProver). We then end by pomnting toward some future defensrve

engineering measures that should be taken in light of the theorem.
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Theorem ACU: In a collaborative situation involving agents a (as the “trustor”)
and o' (as the “trustee”), if @’ is at once both autonomous and ToM-creative, a’ is
untrustworthy from an ideal-observer o’s viewpoint, with respect to the action-goal pair
(a,7) in question.

Proof: Let a and a’ be agents satisfying the hypothesis of the theorem in an arbitrary
collaborative situation. Then, by definition, a # a’ desires to obtain some goal v in part
by way of a contributed action oy from a’, a’ knows this, and moreover @’ knows that
a believes that this contribution will succeed. Since a’ is by supposition ToM-creative,
a’ may desire to surprise a with respect to a’s belief regarding a’’s contribution; and
because a’ is autonomous, attempts to ascertain whether such surprise will come to
pass are fruitless since what will happen is locked inaccessibly in the oracle that decides
the case. Hence it follows by TRANS that an ideal observer o will regard a’ to be
untrustworthy with respect to the pair (a,) pair. QED
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Unfortunately, not quite as easy as
this to use logic to save the day ...
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Landru is Indeed Merely a Computer
(the real Landru having done the programming)




Logic Thwarts Landru!

Landru Kills Himself Because Kirk/Spock Argue He Has Violated
the Prime Directive for Good by Denying Creativity to Others
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Formal Syntax

Object | Agent | Self [ Agent | ActionType | Action C Event |
S P

" Moment | Boolean | Fluent | Numeric

action : Agent x ActionType — Action

initially : Fluent — Boolean

holds : Fluent x Moment — Boolean

happens : Event x Moment — Boolean

clipped : Moment x Fluent x Moment — Boolean
f ::=initiates : Event x Fluent X Moment — Boolean

terminates : Event X Fluent x Moment — Boolean

prior : Moment x Moment — Boolean

interval : Moment x Boolean

* : Agent — Self

payoff : Agent x ActionType x Moment — Numeric
tu=x:8|c:S| f(ty,...,tn)

t:Boolean | =0 | OAY | OV VY |
P(a,1,0) | K(a,1,0) | C(z,0) | S(a,b,1,0) | S(a,t,9)
b= B(a,,0) | D(a,t,holds(f,t)) | I(a,t, happens(action(a™® ).t ))

O(a, 1,0, happens(action(a*,a),’))
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Inference Schemata

[Rq] [R)]
C(t,P(a,t,0) — K(a,t,0)) C(t,K(a,t,9) — B(a,t,0))
Ct,p)t<ty...t<tp K(a,t,0)
R R
K(ap,t1,... K(an,in,0)...) | e
[Rs]
C(Z,K(a,tl ,(I)l — ¢2)) — K(a,t2,¢1) — K(a,t3,¢2)
[Re]
C(t,B(ayy, 0 — 7)) — Blayiy,01) — Blayiz,0p) 0
[R7]
C(t,C(11,01 = ¢2)) = C(tp,01) — C(23,07) ’
[Rg] [Ro]
C(t,Vx. 0 — 0[x —1]) C(t,01 < 07 — —07 — —07)
[R10]
Ct,[01 AN = 0] = [0 = ... = dn = V])
B(a7t7¢) (I)—>\|! [R ] B(a7t7¢) B(a7t7l|!) [R ]
Bany)  C Blanyre) 7
S(s,h,t,0) .
BB 12

I(a,t, happens(action(a* ,o),1"))

— [R13]
P(a,t,happens(action(a™,a),t))

B(a,t,0) B(a,t,0(a*,t,0, happens(action(a®,a),t’)))

O(a,t,0, happens(action(a®,a),1"))

K(a,t,X(a* 1, happens(action(a®,),t")))
Oy
O(a,t,0,7) <> O(a,t,y,Y)

[Ry5]



Event Calculus for Time & Change

[Rq] (Ro]
C(t,P(a,t,0) — K(a,t,0)) C(t,K(a,t,0) — B(a,t,0))

Ct,0)t<t]...1<1y 2] K(a,1,0)
Klag,ip,. Klanim,0)..)

[R4]

[Rs]
C(taK(aatlﬂq)l —>¢2))—>K(a,t2,¢1)—>K(a,t3¢2) >

[R¢]
C(tB(at1 .01 = 02)) = B(ata,01) = Blai3.0y)  ©

[R7]

C(t,C(t1,01 = ¢2)) = C(t2,01) = C(13,02)

[Rg] [Ry]
C(t,Vx. ¢ = 0[x —1]) C(1,01 <> 03 = =g — —07)

[R10]

Ct,[01 Ao A0 = 0] = [0 = ... = 0 — V])
B(a,1,0) ¢ >V Rt B(a,1,0) B(a,1,y) Ri1p)
B(a,1,y) B(a,1,y N 0)
S(s,h,t,0)
B(h,t,B(s,t,0)) Ri2]

I(a,t, happens(action(a* 1), 1))

— (R3]
P(a,t, happens(action(a™,at),1))

B(a,t,0) B(a,1,0(a* 1,0, happens(action(a®,a),1')))

O(a,t,d, happens(action(a”™ ,oc),t’))

K(a,t,X(a* 1, happens(action(a®,a),t")))
by
O(a,t,9,7) <> O(a,1,y,7)

[R15]



Event Calculus for Time & Change

(Ry] (Ro]
C(t,P(a,t,0) — K(a,t,0)) C(t,K(a,t,0) — B(a,t,0))

Ct,0)t<t]...1<1y 2] K(a,t,0)
Klag,ip,. Klanim,0)..)

[R4]

IRs]
C(1K(a,11,0] — 02)) = K(arp,01) — K(a13,05)

[Re]
C(I7B(a7tl7¢] _>¢2))_)B(a7t27¢])_>B(a7t37¢2) 6

[R7]

C(I7C(t17¢l _>¢2)) — C(t27¢1) - C(l37¢2)

[Rg] [Ry]
C(t,Yx. ¢ — Ofx —1]) C(1,01 <> 03 = =g — —07)

[R10]
Clt,[d1 A NG = 0] = [0 = ... = dn — V])
B(a’t7¢) (I)‘)‘V [R ] B(avtvq)) B(a’t7\V) R ]
B(a,1,y) Ha B(a,, W A0) Hb
S(s7h’t’q))
[R12]

B(h,t,B(s,t,0))

I(a,t, happens(action(a* 1), 1))

— (R3]
P(a,t, happens(action(a™,at),1))

B(a,t,0) B(a,t,0(a* 1,0, happens(action(a®,a),1")))

O(a, 1,0, happens(action(a® ,a),1"))

K(a,t,X(a* 1, happens(action(a* ,t),1')))
by
0(a,1,0,7) > O(a,1, y,7)

[R15]

[A1] C(V f,t . initially(f) N —clipped(0, f,t) = holds(f,t))

[A2] C(Ve, f,t1,t2 . happens(e, t1) A initiates(e, f,t1) At1 < to A ~clipped(ti, f,t2) = holds(f,t2))
[A3] C(Vt1, f,ta . clipped(ti, f,t2) < [T e,t . happens(e,t) ANt1 < t < t2 A terminates(e, f,t)])

[A4] C(Va,d,t . happens(action(a,d),t) = K(a, happens(action(a,d),t)))

[As] C(Y a, f,t,t" . B(a, holds(f,t)) AB(a,t < t') A =B(a, clipped(t, f,t")) = B(a, holds(f,t")))



Defs for An Affective Cognitive time&change Calculus

. Joy : pleased about a desirable event. By ’'pleased about a desirable event’ the meaning we
will consider is 'pleased about a desirable consequence of the event’.

forSome ¢ B(a, ts, implies(happens(e,t1), holds(CON (e, a,c),t2))) (1)
D(a,ts, holds(CON (e, a,c),t2)) (2)
K(a,ts, happens(e,ty)) (3)

The definition of holds(AF F(a, joy),ts) is therefore and(1,2,3).

. Distress : displeased about an undesirable event.
not(D(a,ts, holds(CON (e,a,c),t3))) (4)
The definition of holds(AF F(a,distress),ts) is therefore and(1,4,3).

. Happy-for: pleased about an event presumed to be desirable for someone else

forSome ¢ B(a,ts,implies(happens(e,ty), holds(CON (e, aq,c),t2))) (5)
B(a,ts, D(ay,ts, holds(CON (e, a1, c),t2))) (6)
D(a,t3, holds(CON (e, a1,c),tz)) (7)

The definition of holds(AF F(a, happy for),ts) is therefore and(5,6,7,3).

. Pity: displeased about an event presumed to be undesirable for someone else. This is
equivalent to sorry for in Hobbs-Gordon model.

B(a,ts,not(D(aq,ts, holds(CON (e,aq,c),t2)))) (8)

not(D(a,ts, holds(CON (e, aq,c),t2))) (9)

The definition of holds(AF F(a, pity),ts) is therefore and(5,8,9,3).

. Gloating : pleased about an event presumed to be undesirable for someone else The defini-
tion of holds(AF F(a, gloating),ts) is therefore and(5,8,7,3).

. Resentment: displeased about an event presumed to be desirable for someone else The
definition of holds(AF F(a,resentment),ts) is therefore and(5,6,9,3).

. Hope: (pleased about) the prospect of a desirable event
forSome ¢ B(a,tg, implies(happens(e,t1),oholds(CON (e, a,c),t3)))

D(a,tg, holds(CON (e, a,c),t2))
The definition of holds(AF F(a, hope), ) is therefore and(10,11).
. Fear: (displeased about) the prospect of an undesirable event
not(D(a,ty, holds(CON (e, a,c),t2))) (12)

The definition of holds(AF F(a, fear),ty) is therefore and(10,12).

10.

11.

12.

13.

14.

15.

16.

17.

. Satisfaction : (pleased about) the confirmation of the prospect of a desirable event

The definition of holds(AF F(a, satisfaction),ts) is and(10,11, 7 3).

Fears-confirmed : (displeased about) the confirmation of the prospect of an undesirable
event.
The definition of holds(AFF(a, fears — confirmed),ts) is and(10,12,9, 3).

Relief: (pleased about) the disconfirmation of the prospect of an undesirable event

K(a,ts, not(happens(e,t1))) (13)
The definition of holds(AFF(a,relief), t3) is and(10,12,9,13).

Disappointment : (displeased about) the disconfirmation of the prospect of a desirable
event
The definition of holds(AF F(a, disappointment),ts) is and(10,11,7,13).

Pride : (approving of) one’s own praiseworthy action

Here we treat ’approve’ as an action event. We also introduce a new predicate PRAISEWORTHY (a,b, x)
which will mean that agent a considers x a praiseworthy action by agent b. All the 3 inter-

pretations are shown below.

happens(action(a, x),to) (14)

forAll a, B(a, t1,implies(happens(action(ay, x),t;), PRAISEWORTHY (a,a,,x))),tz < t1
(15)

D(a,t1,holds(PRAISEWORTHY (a,a,x),t1)) (16)

happens(action(a, approve(z)), t1) (17)
The definition of holds(AF F(a, pride), t1) is and(14, B(a, t1, holds(PRAISEWORTHY (a,a, ), t1)), 17).

Shame: (disapproving of) one’s own blameworthy action
This also follows the same explanation as Pride.

forAll a, B(a, t1,implies(happens(action(a,, x),t,), B(a,t1, holds(BLAMEWORTHY (a,ay,x)),t1))), t. < t1
(18)

not(happens(action(a, approve(zx)),t1)) (19)
The definition of holds(AF F'(a, shame), t1) is and(14, B(a, t1, holds(BLAM EWORTHY (a,a,x),t1)), 19).

Admiration: (approving of) someone else’s praiseworthy action
happens(action(ay, x),to) (20)
The definition of holds(AF F(a, admiration), ty) is and(20, B(a, t1, holds(PRAISEWORTHY (a,ay,z),t1)),17).

Reproach: (disapproving of) someone else’s blameworthy action The definition of holds(AF F'(a, reproach), t1)
is and(20, B(a, t1, holds(BLAMEWORTHY (a,a1,x),t1)), 19).

Gratification : (approving of) one’s own praiseworthy action and (being pleased about) the
related desirable event. We again interpret 'pleased about the desirable event’ as 'pleased
about the desired consequence of the event.’

forSome ¢ B(a,ty,implies(happens(action(a, ), ty), holds(CON (action(a, x), a,c),tp)))
(21)
D(a,ty, holds(CON (action(a, x),a,c),to)) (22)

The definition of holds(AF F(a, grati fication), t1) is and(20, B(a, t1, holds(PRAISEWORTHY (a,a, x),t1)), 17

... (and more)
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Informal Definition of Akrasia
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Informal Definition of Akrasia

Desire to dO > Belief that he ought to do
° does due to his desire
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Informal Definition of Akrasia

An action Oy 1s (Augustinian) akratic for an agent A at fq,
iff the following eight conditions hold:

(1) A believes that A ought to do o, at fq, ;

(2) A desires to do ar at fq,;

(3) A’s doing o at fy ; entails his not doing o, at fq ;

(4) A knows that doing Oy at 7, entails his not doing 0.,
at fq,;

(5) At the time (fq,) of doing the forbidden o, A’s desire
to do o overrides A’s beliet that he ought to do o,
at 1 T

(6) A does the forbidden action Oy at 7, ;

(7) A’s doing o results from A’s desire to do oif;

(8) At some time ¢ after #y,, A has the beliet that A ought
to have done o, rather than o.y.
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Informal Definition of Akrasia

An actionis (Augustinian) akratic for an agent A at ¢,
iff the following eight conditions hold:

(1) A believes that A ought to dat ta, )
(2) A desires to do ar at fq,;

(3) A’s doing o at fy ; entails his not doing o, at fq ;

(4) A knows that doing Oy at 7, entails his not doing 0.,
at fq,;

(5) At the time (fq,) of doing the forbidden o, A’s desire
to do o overrides A’s beliet that he ought to do o,
at o, .

(6) Aldoes the forbidden actionjois at fg,;

(7) A’s doing o results from A’s desire to do oif;
“Regret”(8) At some time 7 after o, A has the belief that A ought
to have done o, rather than o.y.



Cast in

DCECT

this becomes ...






KB,ASUKBm1 U KBm2 ...KBy,
D : B(l,now, O(I*, £, P, happens(action(1” ), ty,)))
D; : D(l,now, holds(does(1™, @), tg))

D3 : happens(action(1*, @), tg) = —happens(action(1*, o), ty,)

happens(action(1”,Q), tg) =
D4 : K[ I, now, D
—happens(action(I*, o), 1)

 I(l,tq, happens(action(1*,a.), te) A
" =I(l, 2, happens(action(1*, ), ty)

Dg : happens(action(l*,Q), tg)

TU{D(l,now, holds(does(I*,@),t)) } I
D7a . . *x —
happens(action(1™, @), ty,)

b ['—{D(I,now, holds(does(I",Q),t)) } I
L happens(action(1™, @), ty)

Dy : B(I,tf,O(I*,ta,CID,happens(action(l*,Oc),ta)))









1.
But, a twist befell the logicists ...



Chisholm had argued that the three
old |9th-century ethical categories
(forbidden, morally neutral, obligatory)
are not enough — and soul-
searching brought me to agreement.



morally
neutral

obligatory

heroic

civil

uncivil
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Leibnizian Ethical Hierarchy for
Persons and Robots:

EH

(see Norwegian crime fiction)
the subererogatory the supererogatory

morally
heutral

obligatory  civil  heroic
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Leibnizian Ethical Hierarchy for
Persons and Robots:

EH

(see Norwegian crime fiction)

the subererogatory

the supererogatory

morally

obligatory  civil ' heroic
neutral
But this portion may be most
relevant to military missions.
focus of

others


http://www.newyorker.com/magazine/2014/05/12/pure-evil
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T = |F|P A-0O|0| 19th Century Triad

F PA-O O
Y F M V d YV F M V 3
EH
Subl Su,b2 F P A -0 OL OM Supl Sup2
-V -V 3-V -V 3-V -V J-V
o '
wBLR..

There are obviously a host of formulae whose
theoremhood constitute desiderata; that is (to give
but a pair), the following must be provable (where
n € {1,2}):

Theorem 1. SYP" (¢, a,a) = —0(0, a, a)
Theorem 2. SYP" (¢, a,a) = ~F(od,a,a)

Secondly, Lg» is an inductive logic, not a de-
ductive one. This must be the case, since, as we’ve
noted, quantification isn’t restricted to just the
standard pair JV of quantifiers in standard exten-
sional n-order logic: &7 is based on three addi-
tional quantifiers. For example, while in standard
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K (nao, t1, lessthan (payoff (nao™, —dive, t3) , threshold))
K (nao, t1, greaterthan (payoff (nao*, dive, t5) , threshold))

K (nao, t1, -0 (nao™, to, lessthan (payoff (nao™, =dive, t5) , threshold) , happens (action (nao*, dive) , ¢3)))
. K (nao, 1, S""? (nao, t2, happens (action (nao*, dive) , t2))

.. I (nao, to, happens (action (nao*, dive) , ts))
.. happens (action(nao, dive), t2)

I —

=amumns B | 3

Rl 1111 1
TEEETH

Courtesy of RAIR-Lab Researcher Atriya Sen



K (nao, t1, lessthan (payoff (nao™, —dive, t3) , threshold))

ho, t2, happens (action (nao™, dive) , t2))

oS (action (nao™, dive) , t2))
.. happens (action(nao, dive), t3)

I —

=amumns B | 3

Rl 1111 1
TEEETH

Courtesy of RAIR-Lab Researcher Atriya Sen



In Talos (available via VWeb interface); & ShadowProver

Prototypes:

Boolean lessThan Numeric Numeric
Boolean greaterThan Numeric Numeric
ActionType not ActionType
ActionType dive

Axioms:
lessOrEqual (Moment t1,t2)
K(nao,tl,lessThan(payoff(nao,not(dive),t2),threshold))

K(nao,tl,greaterThan(payoff(nao,dive,t2),threshold))
K(nao,t1l,not(0(nao,t2,lessThan(payoff(nao,not(dive),t2),threshold),happens(action(nao,dive),t2))))

provable Conjectures:

happens(action(nao,dive),t2)
K(nao,tl,SUP2(nao,t2,happens(action(nao,dive),t2)))
I(nao,t2,happens(action(nao,dive),t2))



In Talos (available via VWeb interface); & ShadowProver

Prototypes:

Boolean lessThan Numeric Numeric
Boolean greaterThan Numeric Numeric
ActionType not ActionType
ActionType dive

Axioms:
lessOrEqual (Moment t1,t2)
K(nao,tl,lessThan(payoff(nao,not(dive),t2),threshold))

K(nao,tl,greaterThan(payoff(nao,dive,t2),threshold))
K(nao,t1l,not(0(nao,t2,lessThan(payoff(nao,not(dive),t2),threshold),happens(action(nao,dive),t2))))

provable Conjectures:

I(nao, ths(action(nao ,dive),t2))

K(nao,tl ao,tZ2,happens(action(nao,dive),t2)))




Hence, we now have this overview of the
logicist engineering required:
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V.

Key Core Al Technologies
for Cognitive Calculi ...






Motivation

*  We have decades of research and industrial-strength

implementations of propositional and first-order
theorem provers.

- Utilize this in building first-order intensional-logic
provers and above, in a principled manner.




Two Extant Modes

* There are two ways of piggy backing on first-order

provers to build higher-order provers ...



Two Extant Modes

Mode 1: Honest Encoding

Painstakingly encode all rules of inference anad
syntax in FOL

Precise

Extremely slow to implement
Reasoning is also slow



Two Extant Modes

Mode 2: Naive Encoding

Pretend intensional and higher-order tormulae and
operators are first-order predicates

Extremely easy to implement
Reasoning can also be fast

Unsouna
Wrong inferences can be easily drawn



Mode 2

P1l. evening_star = morning_star
{P1} Assume v/

P2. -knows(abe,reify(=-reified(evening_star,morning_star)))
{P2} Assume v/

P3. knows(abe,reify(=-reified(morning_star,morning_star)))
{P3} Assume v

FOLF v/

Y

4. A A -A
{P1,P2,P3}




A New Way: ShadowProver

- ~ formula

q\ / N first-order shadow

- ~ = propositional shadow




S The Shadow Maker

For all formulae f,

Spf] 1S a unique atomic symbol.



Examples of shadows

(\V/ZCB(CL, Q)) A P(LE) formula

vxS[B(a,Q)] A P(CIZ‘) first-order shadow

SivaB(a,)] N P(2)

propositional shadow



B
A New Way: Shadow Prover

- Two step process till goal is reached:

Step A: Shadow formulae down to all lower levels. Run
lower theorem provers. If goal reached, return true.

Step B: Expand the assumption base using higher level
rules.

Step A
Step B
Step A




Actually, this is more general:

Theorem:

Given a Turing-decidable proof theory p, for every inference I' -, ¢, there is a
corresponding first-order inference IV F ¢’, where each v € IV is the first-order
projection (or shadow) of some 1 in the deductive closure of I', and ¢’ is the

shadow of ¢.
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Rather Promising Results

{:name "xcognitive-calculus-completeness-test-3x"
:description "Bird Theorem and Jack"
rassumptions {1 (if (exists (?x) (if (Bird ?x) (forall (?y) (Bird ?y)))
Knows! jack t@ BirdTheorem )}
:goal (Knows! jack t@ BirdTheorem) }

Note: the antecedent is a theorem in first-order logic

2 ms!

EWLESTULOIMPIELENESS[\NOU (NMOWS! 4 NOw r)), Ul (Not W) (RMOows! d now (noc W)), (RNows! 4 now Urn (noc W) r)), W \1«) LIMS
@ testCompleteness[[(if P (Knows! jack now (not (exists[?x] (if Bird(?x) (forall [?y] Bird(?y)))))], (not P)] (15) 7ms
@0 testCompleteness[[(Common! now (Common! now P))], P] (16) 2ms
@ testCompleteness[[(Common! now (iff (not Marked(a2)) Marked(al))), (Common! now (if (not Marked(a2)) (Knows! al now (not Market¢ 135ms

D testCompleteness|[[(if (exists[?x] (if Bird(?x) (forall [?y] Bird(?y)))) (Knows! jack t0 BirdTheorem))], (Knows! jack t0 BirdTheorem)] (18)
@ testSoundess[[A], (or P Q)] 2ms
@n testSoundess[[(not (Knows! a now =(morning_star, evening_star))), =(morning_star, evening_star), (Knows! a now =(morning_star, m¢ 26ms



Spectra

https://bitbucket.org/Holmes/planner



https://bitbucket.org/Holmes/planner

Spectra

- Existing Planners: Propositional (essentially)
+  Drawbacks:
- Expressivity: Cannot express arbitrary constraints.

- “At every step make sure that no two blocks on the
table have same color.”

- Domain Size: Scaling to large domains of arbitrary
sizes poses difficulty.



Background
Formulae

Initial State
Formula

Action
Definitions

Spectra (planner)

BN

g0

Spectra

P1, P25 - -

Plans
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VeIyR (z,y) N
Vo, y— (R (z,y) AR (y,2)) A
Vo, y, 2z (R(z,y) AR (y,2)) = R (x, 2)



Infinite Models

VeIyR (z,y) A

o ode'®
oWy finie 7
g O
ne Useful for modeling agents that work with:

|. an unbounded number of objects, agents;
2. abstract objects




Background
Formulae

Initial State
Formula

Action
Definitions

Example

:background [ forall [?x ?rooml ?room2]

(if (not (=

(if (in ?x ?rooml) (not (in ?Xx ?room2)))

rooml room2)

not (
person prisoner
person commander ]

:start [(in self rooml

?rooml ?room2))

self prisoner)

(=

not (= prisoner commander)
(=
= self commander)

in commander room2
in prisoner rooml

open (door room2
not (open (door

)
rooml)) |

define-action accompany [?person ?rooml ?room2]

{:preconditions [(not (= ?rooml ?room2))

radditions

:deletions

(in ?person ?rooml)
(in self ?rooml)

(open (door ?rooml)
(open (door ?room2)

[(in ?person ?room2)
(in self ?room2) ]

'(in ?person ?rooml)
(in self ?rooml)]}

)
)

]

)



V.
But We Need ...

Ethical Operating Systems ...



Breaking
Bad

Breaking Bad <

American drama series

9.5/10 4.6/5 95%
IMDb AlloCiné Rotten Tomatoes

Mild-mannered high school chemistry teacher Walter White thinks his life
can't get much worse. His salary barely makes ends meet, a situation not
likely to improve once his pregnant wife gives birth, and their teenage son
is battling cerebral palsy. But Walter is dumbstruck when he learns he
has terminal cancer. Realizing that his illness probably will ruin his family
financially, Walter makes a desperate bid to earn as much money as he
can in the time he has left by turning an old RV into a meth lab on wheels.

First episode date: January 20, 2008
Final episode date: September 29, 2013
Spin-off: Better Call Saul

Awards: Primetime Emmy Award for Outstanding Drama Series, more
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Govindarajulu, N.S. & Bringsjord, S. (2015) “Ethical Regulation of Robots Must Be Embedded in Their Operating
Systems” in Trappl, R., ed.,A Construction Manual for Robots’ Ethical Systems (Basel, Switzerland), pp. 85—100.
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Only “obviously” dangerous higher-level Al
modules have ethical safeguards. All higher-level Al modules interact with the

robotic substrate through an ethics system.
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Higher-level cognitive and Al modules
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Systems” in Trappl, R., ed.,A Construction Manual for Robots’ Ethical Systems (Basel, Switzerland), pp. 85—100.
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Pick the Better Future!

Walter-White calculation may go through after ethical control modules are stripped out!

Only “obviously” dangerous higher-level Al
modules have ethical safeguards.

Robotic Substrate

Higher-level cognitive and Al modules

All higher-level Al modules interact with the
robotic substrate through an ethics system.

Ethical Substrate

(&
formally
verify!)

Robotic Substrate

Govindarajulu, N.S. & Bringsjord, S. (2015) “Ethical Regulation of Robots Must Be Embedded in Their Operating
Systems” in Trappl, R., ed.,A Construction Manual for Robots’ Ethical Systems (Basel, Switzerland), pp. 85—100.



VI.
Of late ...
Tokyo;
The Rock & The Book



Moral Dilemma Dy

Moral Dilemma D3

Moral Dilemma D>

Moral Dilemma D,

Moral Problem Py

Moral Problem P3

Moral Problem P>

Moral Problem P,

-> —) Soluution + Justification



Moral Dilemma Dy

Moral Dilemma D3

Moral Dilemma D>

Moral Dilemma D,

Moral Problem Py

Moral Problem P3

Moral Problem P>

Moral Problem P,

o —) Soluution + Justification



Moral Dilemma Dy

Moral Dilemma D3

Moral Dilemma D>

Moral Dilemma D,

Moral Problem Py

Moral Problem P3

Moral Problem P>

Moral Problem P,

- —) Soluution + Justification



Moral Dilemma Dy

Moral Dilemma D3

Moral Dilemma D>

Moral Dilemma D,

Moral Problem Py

Moral Problem P3

Moral Problem P>

Moral Problem P,

-—> —) Soluution + Justification



Moral Dilemma Dy

Moral Dilemma D3

Moral Dilemma D>

Moral Dilemma D,

Moral Problem Py

Moral Problem P3

Moral Problem P>

Moral Problem P,

-> —) Soluution + Justification



Moral Dilemma Dy

Moral Dilemma D3

Moral Dilemma D>

Moral Dilemma D,

Moral Problem Py

Moral Problem P3

Moral Problem P>

Moral Problem P,

-> —) Soluution + Justification




Three-way Partition of Increasingly
Challenging Moral Dilemmas for Machines



Three-way Partition of Increasingly
Challenging Moral Dilemmas for Machines

® State-of-the-art-planner-hard.



Three-way Partition of Increasingly
Challenging Moral Dilemmas for Machines

® Professional-machine-ethicist-

hard.

® State-of-the-art-planner-hard.




Three-way Partition of Increasingly
Challenging Moral Dilemmas for Machines

® Jop machine-ethicists-may-
consider-banging-their-heads-
against-a-wall-hard.

® Professional-machine-ethicist-

hard.

® State-of-the-art-planner-hard.




Three-way Partition of Increasingly
Challenging Moral Dilemmas for Machines

® Jop machine-ethicists-may-
consider-banging-their-heads-

against-a-wall-hard.

® Professional-machine-ethicist-

hard.

® State-of-the-art-planner-hard.




The Heinz Dilemma (Kohlberg)

Professional-planner-hard.

“In Europe, a woman was near death from a special kind of cancer. There was
one drug that the doctors thought might save her. It was a form of radium that a
druggist in the same town had recently discovered. The drug was expensive to
make, but the druggist was charging ten times what the drug cost him to make.
He paid $200 for the radium and charged $2,000 for a small dose of the drug.

The sick woman’s husband, Heinz, went to everyone he knew to borrow the
money, but he could only get together about $1,000, which is half of what it cost.
He told the druggist that his wife was dying and asked him to sell it cheaper or let
him pay later. But the druggist said:"“No, | discovered the drug and I'm going to
make money from it.” So Heinz got desperate and broke into the man’s store to
steal the drug for his wife. Should the husband have done that?”
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~ DCEC/* Specimen from Heinz Dilemma

B (I, now, Vt : Moment, a : Agent <holds(sick(a),t) A (Vt’ : Moment ¢’ < T = —happens(treated(a),t +t'))

= (happens(dies(a),t + T )V holds(dead(a),t + T)) )

K(I, now, holds(sick(wife(lx)),ty) A <Vt’ : Moment ' < T = —happens(treated(wife(l*)),t —|—t/))

B (1, now, happens(dies(wife(lx)),to+T) V holds(dead (wife(lx)),t0+ T))

K (I, now,EventCalculus =
(happens(dies(wife(lx)),t0+ T) V holds(dead (wife(l%)),to+ T) =
—holds(alive(wife(lx)),t10+T)))

B (l, now, —holds(alive(wife(lx)),to + T)) D (I, now, holds(alive(wife(lx)),to+T))

(B(1,now, —holds(f,t)) AD(l,now, holds(f 1))\
K (1, now, happens(action(lx,a), now) = holds(f,t)))
= I(l, now, happens(action(l*,o),now))
K (1, now, happens(action(lx,treat),now) = holds(alive(wife(lx)),to+T)))

I(1, now, happens(action(lx,treat),now))
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Gl {:priority
sdescription "Don't steal.”
:state (not steal)

G2 {:priority

sdescription "My wife should be healthy"
:state (healthy (wife heinz)) }}
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Gl {:priority
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Trolley Dilemmas ...

® Professional-machine-ethicist-hard.



.

This is allowed

.-

This is not allowed!

-"’
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the action 1s not forbidden (where we assume an ethical hier-
archy such as the one given by Bringsjord [2017], and require
that the action be neutral or above neutral in such a hierarchy);

the net utility or goodness of the action is greater than some
positive amount ;

the agent performing the action intends only the good effects;

the agent does not intend any of the bad etfects;

the bad effects are not used as a means to obtain the good ef-
fects; and

if there are bad effects, the agent would rather the situation be
different and the agent not have to perform the action. That is,
the action 1s unavoidable.
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Syntax

S ::= Object | Agent | ActionType | Action C Event | Moment | Formula | Fluent

( action : Agent X ActionType — Action
initially : Fluent — Formula
Holds : Fluent x Moment — Formula
happens : Event x Moment — Formula
clipped : Moment x Fluent x Moment — Formula
initiates : Event X Fluent x Moment — Formula

terminates : Event x Fluent x Moment — Formula

| prior : Moment X Moment — Formula
to=x:8|c: S| f(t,...,ta)
2 Formula | =0 | 0 AW | 0V | P(a,1,0) | K(a,,0) | C(z,0)

0 ::= < S(a,b,1,0) | S(a,t,0) | B(a,2,0) | D(a,t,Holds(f,t')) | 1(a,t,0)
O(a,t,0,(—)happens(action(a*,a.),t’))
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Syntax

S ::= Object | Agent | ActionType | Action C Event | Moment | Formula | Fluent
( action : Agent X ActionType — Action

initially : Fluent — Formula

Holds : Fluent x Moment — Formula

happens : Event x Moment — Formula

clipped : Moment x Fluent x Moment — Formula

initiates : Event X Fluent x Moment — Formula

terminates : Event x Fluent x Moment — Formula

| prior : Moment X Moment — Formula
to=x:8|c: S| f(t,...,ta)
2 Formula | =0 | 0 AW | 0V | P(a,1,0) | K(a,,0) | C(z,0)

0 ::= < S(a,b,1,0) | S(a,t,0) | B(a,2,0) | D(a,t,Holds(f,t')) | 1(a,t,0)
O(a,t,0,(—)happens(action(a*,a.),t’))

Inference Schemata

K(a,n;,T), TFHO, 1 <t B(a,n1,T), T, t; <t Rel
K B
K(a,t2a¢)

B(Cl,tz,(l))
Ce.Pant) = Kane) U CeK@ne) —Bane)

C(t,0)t<t;...t<t, Ri] K(a,1,9)
K(al,tl,---K(amtnaq))"') ’ (l)

[Ra]

[Rs]
[Rs]

C(t,K(a,t1,01 — ¢2)) — K(a,12,01) — K(a,13,02)

C(t,B(a,t1,¢1 — (])2)) — B(a,t2,¢1) — B(a,t3,¢2)
[R7]

C(t,C(t1,91 — ¢2)) — C(t2,01) — C(13,02)

C(t,Vx. o — 0[x —1]) [Rs] C(t,01 <> ¢ — =0 — 1) R

[R10]

C(I,[¢1A.../\¢n _>¢] — [q)l — ... _>¢n _>\|I])
S(s,h,t,0) I(a,t, happens(action(a*,a),t"))

B [Ri2 — [Ri3]
(h,t,B(s,t,0)) P(a,t,happens(action(a*,a.),t))

B(a,t,0) B(a,t,0(a,t,0,%)) O(a,t,0,%)
K(a,t,1(a,t,Y))

[R14]












Formal Conditions for DDE

F; o carried out at ¢ is not forbidden. That is:

'/ -0 (a, t,0,—happens(action(a,),) )

F, The net utility is greater than a given positive real y:

H
r- Y ( Y u(fy)—- ), ﬂ(f,y)) >y

y=t+1 \ feo}' feay

F3, The agent a intends at least one good effect. (F, should
still hold after removing all other good effects.) There is

at least one fluent f, in o with u(f,,y) > 0, or f; in

o’ with u(fy,y) < 0, and some y with t <y < H such
that the following holds:

dfg € (x?’t I(a,t,Holds(fg,y))
'~ Vv

3fy € a‘}” I(a,t,—lHolds(fb,y))

F31, The agent a does not intend any bad effect. For all fluents

fp in o’ with u(fy,y) <0, or f, in &’ with u(fe,y) >
0, and for all y such that t < y < H the following holds:

I" I(a,t,Holds(fb,y)) and

T AT (a, t, —:Holds(fg,)’))

F4 The harmful effects don’t cause the good effects. Four
permutations, paralleling the definition of > above, hold
here. One such permutation is shown below. For any bad
fluent f holding at 1, and any good fluent f; holding at
some fp, such that ¢t < t1,# < H, the following holds:

T+~ (Holds (fy,11), Holds(fy,12) )
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Classical Triad

You (replete with sensors & effectors).
The white rose.

That which you perceived; the sense-datum
that led you to believe that you saw a pink rose.
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(Extra slides follow.)



