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Abstract Courtesy of experiments carried out by such

thinkers as Wason, Johnson-Laird, and Kahneman &

Tversky, there is overwhelming empirical evidence that

the vast majority of logically untrained humans are un-

able to reason in context-independent, normatively cor-

rect fashion. However, the multi-mind effect, which is

predicted by our earlier success at teaching this kind of

reasoning, and also by our general theory of human and

machine reasoning, shows that while individual persons

(with rare exceptions) are unable to solve problems that

demand context-independent reasoning, groups of per-

sons can often solve such problems.
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1 Introduction

Experimental study of human reasoning has shown
that exceedingly few humans can solve problems de-
manding normatively correct, context-independent
reasoning [1]. Two theories in the field of psychol-
ogy of reasoning, mental logic (ML) [2] and mental
models (MM) [3], both predict such failures, giving
the same general explanation: humans generally
lack the mental machinery required to solve such
problems. Predicted failures include phenomena
such as illusory inferences [4, 5], in which subjects
“see” logically valid inferences that simply aren’t
there.

In earlier work, we have shown that education of
a certain kind in the area of formal logic, specifically
education in accordance with our theory of human
reasoning, mental meta-logic (MML) [6, 7, 8, 9],
contra the claims of some well-known psychologists
(e.g., [10]), can produce humans able to negotiate
problems demanding context-independent, norma-
tively correct reasoning [11, 7]. We say that such

humans acquire logical minds, and hold that our
work vindicates Piaget to a considerable degree.1

Unfortunately, the training required for an indi-
vidual to reach this level must take place over an
extended period of time, and there is no reason to
believe that this individual, without ongoing prac-
tice, would retain her hard-won ability.

Nonetheless, the possibility remains that norma-
tively correct reasoning might be possible to achieve
in a different manner. But how?

While it’s indeed true that the vast majority of
individuals are unable to solve problems that re-
quire context-independent reasoning (unless suit-
ably trained), groups of individuals acting together
after being stimulated under the right circumstances
can often solve such problems, even in the absence
of extended training. This result is what we call
the multi-mind effect (MME).

2 Related Research

Of course, it has long been known that groups can
out-perform individuals.2 However, one must dis-
tinguish between groups of individuals that can rea-
son in normatively correct, context-independent fash-
ion to solve so-called “unsolvable” problems (as in

1Piaget, as is well known, held that in the course of nor-
mal development humans would acquire a capacity to think
in accordance with first-order logic [12]. Though Piaget’s
position has fallen out of favor, with sufficient training in
formal logic, humans can in fact exceed the level of reason-
ing Piaget called “formal operations,” and reach the level in
which they can reason in many logical systems, as well as
about such systems. In this level, humans can also create
logical systems. In general, this level of reasoning is reached
by professionals in the formal sciences.

2E.g., in [13] it’s shown that cooperative and collabora-
tive learning in mathematics is very effective, and in [14] it’s
shown that group performance is generally qualitatively and
quantitatively superior to the performance of the average
individual.
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MME), versus groups of individuals who engage in
generic problem-solving as a team. Again, there
has been extensive research into the working of
teams and groups’ ability to solve problems effec-
tively and efficiently in a wide variety of fields [15,
16]. The benefits of groups of individuals working
together have been documented in areas as diverse
as open-source software development [17] and pre-
diction and forecast models [18]. But in all these
scenarios, the problems that the groups are work-
ing on are readily solvable even without the group,
albeit with greater expense and effort. We are un-
aware of prior results that demonstrate MME.3

3 Dearth of C-I Reasoning

Studies of human reasoning have repeatedly shown
that logically untrained humans systematically fail
to reason in a context-independent manner, even
when presented with stimuli that expressly call for
this type of reasoning. This failure has been at-
tributed, in part, to the lack of the appropriate
reasoning machinery in humans. For example, Rips
(1994) has claimed that our mental apparatus is a
partial selection from the rules and schemas avail-
able in standard proof calculi for the propositional
calculus. According to this view, humans who have
not been extensively trained in logic cannot reason
over certain problems accurately, as they simply do
not have the inference rules to do so. Empirical
evidence for this view has been derived from ex-
periments involving stimuli solvable in normatively
correct fashion only if a standard proof theory for
propositional calculus is correctly exploited. For
example:

Problem 1: Assume that (1) It is false that
‘If the square is green, the circle is red’. Given
this assumption, can you infer that the square
is green?

As Rips (1994) and other proponents of ML have
shown, nearly all humans, working as individuals,
answer “No” — but in fact the correct response is

3Some well-read readers may wonder whether an effect
studied at the RAND Corporation during the Cold War an-
ticipates MME. Known commonly as the Delphi effect (DE),
it has been leveraged in a methodology by the same name
and has been (and continues to be) used extensively in pre-
diction and forecast models in a wide variety of settings [18].
DE has often been cited in the field of open-source software
development [17], where many individuals come together to
create sophisticated software that they would not be able to
achieve individually. Attempts to exploit DE are apparently
ongoing in the field of open-source software development,
through organizations like the Creative Commons. This be-
ing said, MME is clearly distinct from DE.

an affirmative. The reason is that in the proposi-
tional calculus, when a (material) conditional of the
form ‘if φ then ψ’ is false, φ is true while ψ is false.
The explanation from Rips is that the inferential
rules that would support an affirmative response
are simply not part of the reasoning apparatus of
humans untrained in formal logic. In other words,
ML holds that untrained reasoners reason on the
basis of a collection of proof-theoretic rules incom-
plete from the standpoint of (e.g.) standard exten-
sional formal logic. Rips’ (1994) PSYCOP system
has a set R of incomplete inference rules for the
propositional calculus. For example, the formula
¬(p → q) → (¬p ∧ q) isn’t provable by R, but this
formula, in any standard proof calculus for propo-
sitional logic, admits of effortless proof.

Next, consider this somewhat more complicated
problem, a slight variant4 of a puzzle introduced in
[19].

Assume that the following is true:

‘If there is a king in the hand, then there is an
ace in the hand,’ or ‘If there is not a king in
the hand, then there is an ace in the hand,’ —
but not both of these if-thens are true.

What can you infer from this assumption? Please
provide a careful justification for your answer.

Nearly all untrained subjects, working individ-
ually, declare the answer to be: “There is an ace
in the hand.” Unfortunately, what one can infer is
that there isn’t an ace in the hand. This logical il-
lusion is successfully predicted by MM [4, 3], which
holds that reasoners conceive of situations contain-
ing true premises, but not false premises, and that
reasoners are not comfortable reasoning from a false
antecedent, and hence do not explicitly represent a
false possibility. To correctly solve this illusion one
must note the exclusive disjunction. Using obvious
symbolization, the given information becomes:

((K → A) ∨ (¬K → A)) ∧ ¬((K → A) ∧ (¬K → A))

It’s not hard to prove in any proof calculus for stan-
dard first-order logic that ¬A can be derived from
this formula.

4 Basic Experimental Design

The multi-mind effect is predicted by the aforemen-
tioned MML theory [6, 7, 8, 9]. MML predicts
that groups of agents, appropriately tasked, will
often engage in heterogeneous reasoning : For ex-
ample, they will meta-reason about the different
kinds of reasoning offered by different individuals.

4The variation arises from disambiguating Johnson-
Laird’s ‘s or else s′’ as ‘either s or s′, but not both.’
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They will also exploit both the proof-theoretic tech-
niques stressed by ML and the model-based tech-
niques stressed by MM; and they will move back
and forth between these techniques. In addition,
groups will often reason in logical systems much
more powerful than those to which mental models
and mental logic are anchored. These, at any rate,
are the broad-stroke predictions.5 Do the predic-
tions hold? Using the following preliminary exper-
imental method, one can seek relevant data.

Suppose that PML and PMM are (respectively)
such that: PML is a problem subjects cannot solve
according to ML, and PMM is a problem subjects
cannot solve according to MM.

Next, let us verify the situation in traditional ex-
perimental fashion. That is, let us give n (logically
untrained) subjects a problem PXX (where this no-
tation ranges over both mental logic and mental
models), with the (guaranteed) result being that
only a very few of these subjects solve this problem.
Next, we remove the subjects who are successful.
At this point, we give the subjects who remain,
all of whom are now known, by ML and MM, to
be inherently incapable of solving PXX , a problem
P ′

XX that is formally isomorphic to PXX . How-
ever, we instruct these remaining subjects to work
on P ′

XX in randomly assigned groups. The size of
the groups will depend upon how many subjects
remain. MML, and our earlier work on de-biasing
through logic training, predict the surprising result
that P ′

XX will be solved by some groups, despite
the fact that all groups are composed only of indi-
viduals who succumbed to bias in the original case.
This immediately implies that neither proponents
of ML nor proponents of MM can afford to stay
silent, since, after all, the“multi-agents” still lack,
by these theories, the mental machinery needed to
solve P ′

XX .
Our hypothesis is that the sophisticated reason-

ing of highly successful and accurate individual rea-
soners is distinguished by heterogeneous reasoning.
Such reasoning is carried out by some individuals
working alone in accordance with processes that are
multi-agent in nature. Our approach can be con-
trasted with the emergentist position adumbrated
and advocated in [20], which is that collective cog-
nition isn’t reducible to individual cognition (col-
lective cognition, to use their term, is autonomous),
while it is produced out of individuals interacting.
In our case, a precise account of the multi-mind ef-
fect would enable an individual problem solver to

5Due to space constraints, we leave aside MML’s predic-
tions regarding the general failure of individuals faced with
logical illusions and the like.

leverage that account to achieve performance on
par with the group. In fact, we hypothesize that
the very highest levels of individual problem solvers
encompass techniques and patterns of thought seen
in MME.

5 Initial Supportive Results

Three pilot experiments were conducted by the first
author to test for the existence of the predicted
MME. The aim of these experiments was to explore
MME as a phenomenon occurring in multi-agent
reasoning. We also wanted to explore the tech-
niques by which groups of reasoners could lever-
age the cognitive apparatus of the individual mem-
bers to come up with performance that was greater
than the performance of any (or the best) individ-
ual in the group. The problems used were variants
of Problems 1 and 2 from above, the famous Wa-
son card selection task (WST) [21], and the Wise
Man Puzzle (WMP), which is well-known in logic-
based AI.6 The experiments were carried out on
students in the course Logic and Artificial Intelli-
gence. These students had taken less than 3 courses
in formal logic, and therefore may be considered
‘untrained.’7

The group size originally was 13. The students
were presented with the problems and asked to solve
them individually. Once the responses were col-
lected, students who gave a correct response to the
problems were separated from the rest of the class.
The students were not told whether their responses
were accurate or not, to prevent any biases. A cover
story was presented to explain the separation of
some the students from the rest of the class. Only
one subject was removed in the three non-WMP
cases. No individual solved WMP (under severe
time constraints). The remaining students were
randomly assigned to different groups, with four
groups of three students per group. The groups
were given problems isomorphic to Problems 1 and
2, WST, and WMP. The groups were all asked for
justifications for their solutions. These could be in
the form of sentences, proofs, or diagrams, and per-
mutations thereof. All the groups reached the cor-
rect solution for the isomorphic problem for Prob-
lems 1 and 2 and WST. One of the three groups
solved WMP. These results, though extremely pre-
liminary, show support for the presence MME.

6For a detailed analysis of WMP, see [22].
7In the interests of space, we leave aside discussion of,

and evidence for, the view that the number 3 is the dividing
line on this issue.
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6 Toward Modeling MME

6.1 Declarative CCM

The basic units of declarative computational cog-
nitive modeling (CCM) are declarative in nature,
or propositional: they are formal objects naturally
associated with those particular sentences or ex-
pressions in natural languages (like English, Ger-
man, Chinese) that are declarative statements (as
opposed to expressions in the imperative or inquis-
itive mode) naturally taking values such as true,
false, unknown, probable (sometimes to par-
ticular numerical degrees), and so on. The basic
process over such units is inference, which may be
deductive, inductive, probabilistic, abductive, or
analogical. Because the basic units of declarative
CCM are declarative, a hallmark of this type of
modeling is a top-down, rather than bottom-up,
approach.8

6.2 Logic-Based CCM

As explained in [24], logic-based CCM is the formal
kind of modeling that underlies top-down, declara-
tive modeling, and is based on a generalized form
of the concept of logical system as defined rather
narrowly in mathematical logic, where this concept
stands at the heart of Lindström’s Theorems [25].
Corresponding to every logical system is a logic-
based computer program. The execution (or, bet-
ter, the evaluation) of such a program produces a
cognitive model or simulation of the target phe-
nomena. The target in the present case, of course,
is the multi-mind effect.

6.3 Prior Logic-Based Modeling

Arkoudas & Bringsjord (2004) have carried out pre-
vious work designed to simulate, from an engineer-
ing/AI point of view, multi-agent reasoning of the
sort required to solve WMP. There is insufficient
space to even encapsulate this work, but it should
be noted that while it was undertaken outside the
perspective of MME, the core formalisms [26, 27]
were in line with logic-based CCM. It is also worth
mentioning that some prior work seems to us to
indicate that MME explains why mathematics in-
volves the interaction of multiple agents, for exam-
ple see [28].

8Modeling carried out by [23] is an exception, since it is
at once bottom-up and top-down.

6.4 Toward Modeling MME in Slate

Slate is a system for modeling and facilitating hu-
man reasoning and decision-making that has been
under development (led by Shilliday, Taylor, and
Bringsjord) for the past five years in RPI’s RAIR
Lab, the research and development made possible
by grants from ARDA, DTO, and DARPA. A user
of Slate manipulates a number of information-based
items, viz., propositions, hypotheticals, sets (i.e.,
collections of other information-based items), sub-
proofs, models, proofs, and, in the most recent ver-
sions of Slate, databases. All of these structures are
represented graphically in Slate’s workspace within
System S. System S empowers users of Slate to
record and share their inferences and reasoning struc-
tures, and allows mechanical treatment of these
structures by machine, so that Slate can automat-
ically launch searches for proofs and disproofs in
connection with arguments under consideration by
human reasoners.

6.4.1 On Automated Translation

We are currently working on various tools and frame-
works in the RAIR Lab to facilitate interoperability
between Slate and other systems. A number of lan-
guages have been developed for the purpose of shar-
ing knowledge and expressing the relation between
the knowledge representation schemata of various
systems. KIF [29] was the first interlingua adopted
on a (relatively speaking) large scale, but after a few
years (during which the internet became much more
important), Common Logic [30] was created to ad-
dress the need for namespaces, URIs and the like.
Because of the proliferation of unintegrated knowl-
edge bases and relational databases, DTO launched
the IKRIS challenge workshop in April 2005 for
the development of semantic interoperability be-
tween such systems — a workshop in which we par-
ticipated. In connection with this work, we have
devised a system of translation graphs capable of
yielding so-called “bridging axioms” to enable se-
mantic interoperation between various divergent rep-
resentation schemata or ontologies (encoded as sig-
natures in Many-Sorted Logic (MSL) [31], Slate’s
“native” language).

6.4.2 Mental Metalogic Reasoning in Slate

In Slate, items in System S are connected with
argument links to graphically depict an argument
from some set of premises to a particular conclu-
sion. Arguments may be supported or denied by
witness objects, viz., models, proofs, or databases.
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Figure 1: Slate simulates mental model-based reasoning.

This mechanism can be used to model model-based
reasoning in Slate. For example, consider the fol-
lowing argument:

(P1) All humans are mammals.
(P2) All mammals are vertebrates.

∴ C All vertebrates are human.

The easiest way to realize that this argument is in-
valid is to imagine a model in which the premises
are true, and yet the conclusion is false. Consider
a model in which there is a single object that is a
vertebrate, a mammal, and yet not a human. (P1)
is satisfied: All humans are mammals (as there are
no humans at all in the model). And (P2) is satis-
fied: All mammals are vertebrates (as the one ob-
ject that is a mammal is also a vertebrate.) How-
ever, (C) is false: There is some vertebrate which
is not a human (the single object in the model is a
vertebrate, and yet not a human.)

This entire process, which some subjects engage
in, can be simulated by Slate; the process is summed
up in Figure 1. Each premise and conclusion is rep-
resented iconically in System S, and the connection
between these objects reflects the inferential struc-
ture of the argument given above. The (mental)
model can be inspected graphically (the inset im-
age), as well as manipulated iconically in the Sys-
tem S. The iconic model is connected to the argu-
ment with an X, denoting that the model shows the
argument to be invalid.

6.4.3 Multi-Agent Reasoning in Slate

Slate can be used to model multi-agent reasoning
analogous to the interactions between actual hu-
man reasoners. To get a glimpse of how this is
possible, consider the following scenario.

Four telemarketing companies, A, B, C, and D,
each of which we can regard to be an agent, have
decided, mostly due to their highly developed sense

of morality, that they should collaborate with each
other to ensure that the potential customers are
contacted no more than by two of the companies
within a two month period. Each firm keeps a
database of those people they have contacted, and
would like to provide this data, while revealing nei-
ther sensitive data nor the structure of their own
records, to the other companies. Each firm also
wants to receive such data from the other mar-
keters. Adding to the difficulty, not only are sensi-
tive data and record structures to be kept private,
but the information which can be shared is stored
differently from firm to firm:

• Firm A maintains records only on whether they have
called a particular household within a given month.

• Business B considers a contact made when they have
telephoned a household and the household has made
a call back to them.

• Company C considers having made a contact with a
household if and only if they called the household and
the phone call lasted at least fifteen minutes.

• D considers a contact made when either they have
called a household or the household has called them.

Though the systems have different notions of
contacting households, an intermediate office I works
in conjunction with the four companies to help them
determine who they can call, as follows:

I records the initiating party, the receiving party,
the date, and the duration of phone calls. Each firm
is able to give this information to I, and when a firm
wants to call a household, they first ask I whether
they are permitted to call the household. I has
at its disposal information from each system and
so can determine whether it is permissible to call
the household. Note that no system has to reveal
its internal structures or sensitive information, but
that each system, with the help of I, can behave
appropriately.

Given translation graphs, the relationships be-
tween the representations used by the different com-
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Figure 2: Slate models four agents interacting through an interlingua.

panies (and more generally, agents), can be ex-
plored in Slate, and a process for reconciling the
representations constructed. A set of bridging ax-
ioms can be extracted automatically from this trans-
lation graph. Such a graph is shown in Figure 2.

While this example relates to the economic mar-
ketplace on its surface, the underlying structures
and processes, we believe, are subtle, and are part
of what is required to model the multi-mind effect,
in which individual humans interact through an in-
terlingua to problem-solve.

7 M-M Effect & Education

The ultimate dream of passionate educators would
presumably be nothing short of teaching students
how to surmount context dependent reasoning. Our
basic strategy would be to teach individual students
how to engage in the efficacious forms of reasoning
seen when MME is produced. This strategy, ar-
guably, would stretch back to Plato, who defines
thinking as inner (silent) dialogue with oneself.9
We specifically hold that education in logic is the
key to developing context-independent deductive
reasoning in students [11]. Such education should
include instruction in the following, which we have
observed to be in play in MME:

1. Disproving an incorrect answer, and proving that a
purported disproof fails, which reinstates the original,
targeted would-be proof.

2. Rigorous and general-purpose methods for transform-
ing a natural language (e.g., English) word problem
into a formal representation in a logical system.

3. Using diagrammatic techniques to model proofs and
disproofs, and meta-reasoning over these meta-representations.

9E.g., in Theaetaus (189E-190A). He gives similar ac-
counts of thought in the Sophist (263E), and in Philebus
(38E).

8 Next Steps

The empirical evidence presented in this paper is a
result of some preliminary studies conducted to test
our theory-driven prediction of MME. Further ex-
periments are planned in which this effect will be in-
vestigated in detail, in a controlled manner.10 Our
research program is also aimed at precisely mod-
eling MME in Slate, under the paradigm of logic-
based CCM, a kind of modeling we have achieved
previously, for example in [22].11 Progress toward
these goals will be reported and demonstrated at
ECM MAI 2007.
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